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In China, the rapid development of public transportation network construction 
has been accompanied by a high incidence of traffic accidents caused by sleep- 
-deprived driving. The monitoring of drivers' sleep-deprived driving and the 
sending out of early warnings has been identified as a field of research with both 
important theoretical and practical value. This article proposes a fatigue detec-
tion algorithm based on facial recognition information fusion. The algorithm ex-
tracts facial feature information and head features from the driver's face and fus-
es them into facial recognition information parameter feature vectors. A set of 
feature nodes is thus constructed, and an information fusion feature map is con-
structed according to the interaction information between nodes. The fatigue sta-
tus is detected using the label propagation strategy, which is more effective than 
other benchmark detection algorithms. The fatigue detection algorithm has prac-
tical value. 
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Introduction  

The National Bureau of Statistics, as evidenced by data from the China Statistical 

Yearbook, has released information indicating that over the course of nearly five years, the 

average number of traffic accidents in China has been approximately 231900 per year. More-

over, the number of individuals who perish in road traffic incidents averages 63243 annually. 

In general, the number of accidents and the number of fatalities resulting from them have 

been on the rise year by year.  

A review of traffic accident data from the past five years indicates that approximate-

ly 20% of all road accidents are attributable to sleep-deprived driving. Furthermore, the pro-

portion of road accidents attributed to sleep-deprived driving may be as high as 50% on some 

roads. A survey of freight vehicle drivers conducted by relevant Chinese departments revealed 

that 84% of respondents had an average daily driving time of over 8 hours, with 40% exceed-

ing 12 hours. Furthermore, 64% of freight vehicles are only equipped with one driver [1]. 

Based on the aforementioned data analysis, It is of great significance to detect the prevalence 

of sleep-deprived driving among motor vehicle drivers. Safety warnings can be issued in ad-

vance when the driver enters a fatigue state to ensure driving safety and reduce the probability 
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of traffic accidents. In order to gradually reduce the personal safety threat and economic loss-

es caused by sleep-deprived driving [2], it is necessary to implement effective measures. 

Currently, there is a great deal of interest among scholars at home and abroad in the 

field of fatigue detection. A significant number of researchers have employed deep learning 

and computer vision technologies in the field of fatigue detection. Furthermore, the field of 

fatigue detection has emerged as a significant research frontier [3]. 

Fatigue driving detection algorithm based on  

facial feature information fusion 

Design of fatigue detection algorithm based on  

face recognition information fusion 

This article proposes a fatigue detection algorithm, face recognition information fu-

sion based fatigue detection algorithm (FRFFDA), which fuses face recognition feature in-

formation. This information is extracted and fused, and a feature graph is constructed. Fur-

thermore, label propagation is employed [4]. First, the facial features of the eye and mouth, as 

well as those of the head, are extracted and then fused into a single feature node, designated 

xi. Secondly, a multi-source data information feature graph is constructed. Third, the fatigue 

level of each node is identified through the label propagation strategy. 

In order to address the issue of data analysis related to fatigue detection. This article 

employs a fatigue detection methodology based on the integration of facial recognition feature 

information [5]. The algorithm comprises three algorithms, which are in a progressive rela-

tionship with one another. 

– Active learning algorithm based on information entropy (ALAIE). The set of nodes X is 

divided into two subsets, Xl and Xu, according to the principle of information entropy. The 

Xl is pre-labeled, while Xu is unlabeled.  

– Feature graph construction algorithm based on KNN (FGCAK). The feature nodes are 

mapped into a graph in order to construct a fatigue detection feature graph.  

– Fatigue detection algorithm based on label propagation strategy (FDALPS). The labels 

are propagated on the face feature graph for the purpose of fatigue state analysis and 

recognition. 

Active learning algorithm based on information entropy 

Active learning is a process whereby a small number of nodes from a given dataset 

are selected for labeling, employing a specific selection strategy. The ALAIE algorithm se-

lects a small number of nodes and labels them to form a labeled subset Xl, while the remaining 

nodes become an unlabeled subset Xu. 

Fatigue is an overall feeling of sleepiness or lack of energy, and its definition is 

vague. In academia, there is no precise physical quantity to determine the degree of human fa-

tigue, which makes fatigue detection difficult. Researchers have taken different ways to 

measure the fatigue state [6]. In this article, we use information entropy to describe this uncer-

tainty of fatigue, adopting the criterion of maximum information entropy to select l nodes that 

need to be labeled. And then constructing the pre-labeled subset Xl. The total number of ex-

tracted features is nm in a time window of size nw, and the use of υij denotes the value when 

the ith feature is in the jth frame, and V = (υij)n
m × nw can be used to denote the feature matrix 

within nw, which can be expanded to obtain eq. (1): 
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In the specified temporal interval, nw, the specific calculation of feature nodes x is 

derived from eq. (2): 
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This gives the information entropy h(x) of the node x in the time window nw as 
shown in:  
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where ( )S
ijp v  in eq. (5) describes the distribution of feature vij, and h(x) = 0 when ( ) 0.S

ijp v   

After this step, the information entropy of all nodes is obtained. Based on the principle of 

maximum information entropy, l nodes with the largest entropy among them are selected, and 

assigned initial labels, these nodes form the pre-labeled subset Xl, and the remaining unla-

beled nodes become the subset Xu.  

Feature graph construction algorithm  

based on K-nearest neighbor 

This article presents a novel feature graph construction algorithm (FGCAK) based 

on the K-nearest neighbor (KNN) approach. The algorithm is designed to identify node-to-

node relationships. Furthermore, the construction of feature graphs for subsequent use in 

community discovery is employed to achieve fatigue state identification [7]. 

Firstly, the feature map is constructed from the feature nodes, and its definition is 

presented: 

 G = (V, E)  (6) 

where V is the set of feature points and E – the set of edges. In a community, the internal 

nodes are more densely connected, exhibiting greater mutual information (MI) between them. 

In contrast, nodes between different communities are more sparsely connected. Consequently, 

the mutual information between two vertices is of paramount importance for the construction 
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of edges. It is therefore necessary to connect nodes with strong mutual information to one an-

other [8]. 

In this article, we use affinity distance based on Gaussian function to measure the re-

lationship between nodes, which is defined as shown: 
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where sij is the affinity distance between node xi and node xj, and the parameter σ is obtained 

by learning the distance between a node and its neighbor nodes. Inspired by the EFANNA al-

gorithm, for node xi. It is necessary to find out the k neighbors with the closest affinity dis-

tances to it. Then connect xi to the k nodes, respectively, to form k edges. The process is re-

peated for all feature nodes, and finally the constructed feature graph is obtained [9]. 

Fatigue detection algorithm based on  

label propagation strategy 

Once the construction of the KNN facial feature maps has been completed. This sec-

tion presents a fatigue detection algorithm based on the label propagation strategy, which is 

employed to identify fatigue states on the feature maps. Similarly to the pre-annotation pro-

cess. This article employs information entropy to assess the mutual influence between two 

nodes [10]. Nodes with greater entropy often exert a greater influence on their neighbors than 

nodes with smaller entropy. With regard to distance, the closer two nodes are, the more likely 

they are to have similar labels. As a result, the node xi may contain multiple labels from its 

neighbors. Consequently, it is essential to calculate the membership of xi for each label in 

each propagation process. The label is then assigned to the label set of xi, and finally, the label 

with the highest membership is selected as the label for this node [11]. 

In the multi-round label propagation process, the propagation ability of the neigh-

boring nodes is crucial to the propagation process. In this paper, we use eq. (8) to express the 

propagation information, which represents the probability that node xi propagates its label to 

node xj.  
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where pij is the intersection probability of node xi and node xj and pi – the occurrence rate of 

node xi, which are computed respectively using eqs. (9) and (10): 
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where nij is the number of identical neighbours of node xi and node xj, N – the total number of 

nodes in the feature graph, and Ni – the number of communities in the graph that contain node 

xi and its neighbor nodes [12].  

In the propagation process t, each neighbour node of xi has the ability to propagate to 

it, and each node possesses a different label. This requires different weights to correspond to 

these actively propagating nodes and uses membership to describe the close relationship be-
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tween labels and nodes. In general, the higher the weight of a node, the higher the priority of 

this node to send tags [13]. During the tth propagation process, eq. (11) is used to define the 

weight of node xi for the labels. 

In the propagation process, each neighbor node of xi has the capacity to propagate to 

it, and each node is assigned a distinct label. This necessitates the assignment of distinct 

weights to correspond with the actively propagating nodes, and the utilization of membership 

to delineate the intimate relationship between labels and nodes. In general, the greater the 

weight of a node, the greater the priority of this node to transmit tags [13]. In the tth propaga-

tion process, eq. (11) is employed to determine the weight of node xi for the labels. 

 1( )
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where N(x) is the set of neighbouring nodes xi of node xj, b – the membership of node xj to the 

label, and θ – the discriminant function for determining whether the label c is in the set of la-

bels Lj of node xj, which is computed by eq. (12): 
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In this article, we use the membership b(c, xi) to represent the ability of the label c to 

influence the node xi. The higher the degree of membership, the higher probability that the 

node has the label [14]. It is the ratio of node xi weight ω(c, xi) to the total weight ω(xi) for la-

bel c, and is derived by eqs. (13) and (14): 
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Specifically, b0(c, xi) comes from the percentage of labels c in its neighbouring 

nodes. 

Experimental results and analysis  

of secondary classification 

The objective of this article was to design five binary classification experiments with 

the aim of evaluating the FRFFDA algorithm. Due to the four distinct fatigue states present in 

the original dataset, In order to perform secondary classification experiments, it was necessary 

to first perform a preliminary classification [15]. It is necessary to reorganize the dataset in 

order to facilitate the secondary classification experiments. The new fatigue levels are desig-

nated as normal driving and fatigue driving. This article extracts data with only labels of 0000 

and 1000. Furthermore, a continuous time window is employed to evaluate the driver's fatigue 

state [16]. 

The efficacy of this experiment is gauged by four metrics: precision, P, recall, R, ac-

curacy, Acc, and F1-score. These are calculated according to the formulas presented in eqs. 

(15)-(18). 

 100%
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p
TP FP
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wherein, for each sample, there are four possible scenarios for their labels. 

The terms true positives (TP) and true negatives (TN) are used to describe the num-

ber of samples where the values of both the actual and predicted labels are true or false, re-

spectively. False positives (FP) denotes the number of samples where the actual labels are 

false, but the predicted labels are true, and false negatives (FN) denotes the number of sam-

ples where the actual labels are true, but the predicted labels are false [17]. 

The fatigue community is contingent upon the affinity distance threshold. This ex-

periment also assesses the impact of varying parameters on the final community structure 

across different iterations. The ε is set to 0.1, 0.2, and 0.3 to ascertain the optimal classifica-

tion accuracy that can be attained by FRFFDA. It can be demonstrated that the FRFFDA algo-

rithm attains the highest accuracy when ε = 0.3. When the number of iterations is less than 

2000, ε = 0.1 and ε = 0.2 yield superior outcomes, as a smaller threshold facilitates the aggre-

gation of nodes in a more expeditious manner [18]. When ε is relatively large, a significant 

number of nodes remain unclassified until the subsequent stage. In subsequent experiments, 

the value of ε was set to 0.3. 

This experiment employs four additional classical benchmark classification algo-

rithms, including naive bayes (NB), random forest (RF), decision tree (DT), and support vec-

tor machine (SVM). Furthermore, the outcomes were contrasted with those of the FRFFDA 

algorithm proposed in this chapter. The experimental results are presented in tab. 1. 

Table 1. Comparison of experimental results between FRFFDA and benchmark algorithm 

 Metrics 
Methods 

P [%] R [%] Acc [%] F1-score [%] 

NB 83.49 77.61 81.96 80.44 

RF 86.92 90.92 89.57 88.88 

DT 89.00 88.40 88.73 88.69 

SVM 88.23 91.42 89.37 89.80 

FRFFDA 92.23 94.35 93.31 93.28 

 

As illustrated in tab. 1, the results produced by different algorithms vary considera-

bly. Among the aforementioned algorithms, NB performs less effectively than the other 

methods, due to the underlying assumption that each feature is independent of the others. In 

real-world scenarios, this assumption is often invalid [19]. This is particularly evident when 

the number of features is large or the correlation between features is high. The efficacy of this 

approach is not optimal. The results indicate that RF and SVM exhibit superior accuracy 

compared to the other two methods. The F1-score for NB, RF, DT, and SVM were 80.44%, 
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88.88%, 88.69%, and 89.80%, respectively. The calculations were performed using the data 

presented in tab. 1. It can be observed that the accuracy of FRFFDA is 11.35% higher than 

that of NB and 3.74% higher than that of RF, which represents the most effective benchmark 

method [20]. One advantage of FRFFDA as a semi-supervised learning method is that it re-

quires less labeled data. Furthermore, the computational complexity of the label propagation 

process is approximately linear, which effectively reduces the computational burden of the al-

gorithm. In summary, the FRFFDA algorithm demonstrated the most favorable outcomes 

among the aforementioned methods [21]. The algorithm achieved the highest F1-score of 

93.28% and the best accuracy of 93.31%. 

Conclusion 

To date, there is no unified standard for the criteria for fatigue detection. This is par-

ticularly pertinent in the context of fatigue occurring during driving. The occurrence of fa-

tigue is influenced by a multitude of factors, including the mental state of the driver, the driv-

ing environment, and other variables. In the current body of research, these two types of fa-

tigue states are the most prevalent. However, in reality, fatigue changes dynamically over 

time, exhibiting characteristics such as ambiguity and uncertainty [22, 23]. In future work, the 

challenge will be to collect accurate data from various complex driving environments. This 

data will then need to be used to model and integrate features of different information sources, 

types, and data for comprehensive analysis. Furthermore, the efficacy of algorithms must be 

evaluated in actual driving environments. In order to approach the human body state in real 

driving environments, it is necessary to. This is a direction that will require further in-depth 

research in the future. 
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