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Slope failures have the potential to seriously jeopardize access to sustainable de-
velopment since they cause numerous casualties as well as disastrous effects on 
society and the economy. It is imperative to use precise operable computational de-
signs in this case. This study examined the efficacy of five distinct machine learning 
models, namely support vector machines, decision trees, gradient boost machine 
learning, and random forest, in predicting the slope safety factors. This article’s 
primary goal is to assess and improve the different machine learning-based ana-
lytical representations in relation factor of safety computations. The genetic algo-
rithm mimics the processes of growth, hybridization, and mutagenesis found in the 
expected collection and inherent procedures to resolve the hyperparameters of ma-
chine learning algorithms. A total of 217 cases were collected in order to train and 
evaluate these models. Multiple convergence analysis is also used to study the in-
dependence of individual characteristics. The assessed methods’ competence was 
assessed through the application of diverse performance assessment indicators. 
The various classifiers function satisfactorily for slope failure inquiry, according 
to the evaluation and comparison of the data. Random forest was found to be the 
best classification method for slope failure prediction, with an accuracy of 91%. . 
Key words: slope failure, rock slope, support vector machine, decision tree,  

random forest, genetic algorithms

Introduction

Because it affects the safety of industrial engineering tasks, slope stability testing is 
among the most significant areas of geotechnical production [1-4]. Compared to other geotech-
nical engineering tasks, analysing slope stability is a harder and more difficult task that requires 
more complexity and effort. In many nations, slope instability is a complicated and expected 
process that results in significant emergencies and financial damages [5-7]. Hence, lowering 
the environmental danger of slope tragedies and guaranteeing the security of both individuals 
and assets depend heavily on developing a safe, dependable, and efficient classical for slope 
stability investigation, assessment, and estimation.

Landslips are common in mountainous areas worldwide. Landslides can result from 
human activity, dormant landslides, deforestation, and settlement migration [8, 9]. Anthropo-
genic activities include environmental damage, pollution, and illogical highways on slopes. 
Without considering the consequences, hill drilling may cause slope instabilities and failure. 
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Slope failure destroys towns and habitats. Slopes can be synthetic or natural. Thus, understand-
ing slope stability changes is crucial to managing landslides.

Deteriorating rocks reduce slope shear resistance. Vegetation also causes slope fail-
ures due to mechanical factors like plant root systems and tree loads [10]. Investigation and 
prediction of slope collapse scenarios are difficult due to slope structure and cause complexity 
[11]. Landslides are classified by their causes and contributing factors. Recent research on slope 
failure analysis has used many influencing factors [12]. However, the hidden nature of the main 
contributing components makes exact forecasts of slope failures difficult to achieve. Despite 
these challenges, numerous scholars used various techniques to perform slope stability analyses 
across various nations. The methodologies encompass both qualitative and quantitative analysis 
as well as field research and analysis [13, 14].

Slope stability has been assessed and predicted using a variety of techniques. Ex-
isting literature research has already documented numerous evaluation techniques, including 
the distinctive line procedure, the boundary assessment method, the limit equilibrium method 
(LEM), and mathematical modelling [15]. Because of its straightforward application and anal-
ysis methodology, LEM is one of the most popular techniques for evaluating slope stability [16, 
17]. Though commonly used in practice, LEM has certain intrinsic limitations. Furthermore, in 
situations where stratifications are non-homogeneous and anisotropic which typically involve 
geotechnical uncertainties (LEM) they are unreliable [18-20]. Research and analysis clarified 
the concept of unreliable slopes but provided no solid answer. The use of machine learning 
algorithms to examine the geomorphological and geological characteristics of hilly areas is 
currently popular [21]. Suitable outcomes for slope failure study and prediction were shown 
by machine learning techniques. The [22] showcased a range of supervised machine learning 
techniques. In [23] for the analysis and prediction of slope stability by incorporating six causal 
elements. To forecast slope collapses based on the safety factor while taking six causation el-
ements into consideration, researchers used machine learning techniques. Dissimilar machine 
learning methods were used to build prediction models, which were then assessed and con-
trasted to provide predictions of slope failure. Bui et al. [24], used multivariate modeling and 
the neural network approach to examine slope stability [25]. The neural network arrangement's 
input specifications and predicted safety issue were geotechnical and geometrical [26]. Qian et 
al. [27] produced integrated models. Due to advances in science and technology, slope stability 
studies now use machine learning. The slope data available to assess and predict slope stabil-
ity is used to examine the relationship between slope stability and its effect. Qi and Tang [28] 
used metaheuristic machine learning on multiple datasets to assess slope stability, and used 
an artificial immune algorithm based on the biological immune system's antigen recognition 
processes to predict slope stability perfectly. Scholars Hoang and Pham [29] proposed a meta 
heuristic-artificial neural network hybrid model to assess slope stability, they are examined the 
slope stability of open pit mines using the backpropagation neural network, naive Bayes, deci-
sion tree (DT), and support vector machine (SVM) models. Researchers [30]  used an ANN to 
forecast the minimum safety factor for various soil slopes. In [31] determined the slope's safety 
factor by using a genetic algorithm to find the slope's essential slip surface and a spline curve.  

Machine learning and genetic algorithm

In this work, slope stability was simulated and predicted using a machine learning 
method, and its hyperparameters were optimized using an evolutionary genetic algorithm. This 
section briefly presents the ideas of the various machine learning and genetic algorithms used 
in this article.
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Machine learning

Machine learning approaches were chosen for this study. These four machine learn-
ing algorithms, SVM, random forest (RF), DT, and gradient boosting machine (GBM) were 
selected because they are superior at handling binary or multi-classification issues influenced 
by a variety of factors [32, 33]. All of them must choose sensible hyperparameters in order to 
improve the algorithm’s predictive performance and industrial field applicability.

Support vector machine 

The area of the SVM model was to identify the best decision boundaries across class-
es. Using this model has the benefit of its exceptional capacity to handle high dimensional and 
non-separable data. It is not possible to determine mathematically which outside forces may 
cause slope failures. The SVM looks for the line or border that most effectively divides both 
slope failure classes. The SVM divides the classes along several lines, but selects the line with 
the greatest margin as the final border. The support vectors are the different points that are sit-
uated along this line:
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where vi ∈ {+1, –1} is the number of results (u and v are taken into consideration in this study) 
and ui stands for the slope failure analysis variables to be studied. The entire number of instanc-
es is denoted by N. When classes are linearly separable, the ideal decision boundary that divides 
the data: 
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where b is the indicates the bias value and w indicates weight. The SVM practices its kernel 
function handle non-linear classification, which may be stated:
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where k (ui, vi) is a kernel function.
The SVM method is a binary classification method that divides the data along a hy-

perplane class. The fundamental goal of segmentation is to simultaneously convert the interval 
into a convex quadratic programming problem and maximize its size.

Random forest 

The random forest RF model is essentially an improvement over the DT algorithm 
[33]. It works by generating numerous decision trees. The bootstrap resampling approach con-
stantly extracts the initial training sample set N into m random samples. A fresh training sample 
set is created using the self-help sample set, and m arrangement trees are built to create an RF. 
The new data classification uses the score from the number of polls in the classification tree as 
its basis. The RF model has been selected due to its proven reliability and excellent accuracy 
across a wide range of data sets [34, 35]. It is also a popular model for classification challenges.

Decision tree 

The DT model, a basic machine learning arrangement technique, learns basic decision 
rules using data elements to predict the value of an objective variable. The algorithm’s imple-
mentation entails feature selection, DT generation, and DT trimming. The algorithm generates 
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the DT recursively after first classifying it based on the attributes. In the meantime, it trims the 
unnecessary and redundant nodes from the created DT. The DT generation correlates with the 
region-specific optimal solution of the model, while the DT pruning correlates with the global 
optimal solution. The DT is used in the actual slope prediction and is readily recognized [35] 
employed the DT technique to examine and categorize the variables influencing the slope. The 
results demonstrate the DT’s strong categorization effect.

Genetic algorithm 

Hyperparameter settings greatly impact all three machine learning algorithms. Opti-
misation procedures often use algorithms and experience-based parameter settings. This pro-
duces a local optimal solution, which is bad. This work developed a smart hyperparameter op-
timisation method to address the issue. Some intelligent optimisation algorithms are simulated 
[35, 36], Metaheuristics, or intelligent optimisation algorithms, are random search algorithms 
based on artificial intelligence or physical processes. This type of novel algorithm usually does 
not need restrictions and objectives continuity. 

Professor Holland first suggested the ge-
netic algorithm in 1969. It is a heuristic search 
system created based on population genetics 
and Darwin’s theory of evolution by normal 
selection [36]. The programme mimics the pro-
cesses of hybridization, mutation, and repro-
duction in natural collections natural genetics. 
The genetic process generates a random start-
ing population with a given encoding length. 
High suitability individuals are chosen for the 
genetic procedure, while low fitness individu-
als are excluded. The population creates a new 
genetic group after meeting the end-point re-
quirement. The genetic algorithm executes the 
most developed offspring. Figure 1 shows the 
genetic algorithm’s hyperparameter optimis-
ation phases. System integration is easy with 

genetic algorithm, a combinatorial optimisation method based on biological evolution. Genetic 
algorithm solves multivariable optimisation problems well.

Different mutation, selection, and cross-recombination processes prevent the optimi-
sation process from missing the global or local optimum. Also suitable for machine learning 
algorithm hyperparameter optimisation. To predict soil liquefaction potentials, Wang et al. [27] 
optimised RF hyperparameters using a genetic algorithm. The SVM parameters are selected 
using several methods to identify and classify hazardous railroad cargo, with positive results.

Slope stability analysis dataset

A dataset for slope stability analysis comprises different properties and metrics that 
are important for evaluating the stability of slopes that are either created by humans or natural-
ly. Geotechnical engineers utilize these datasets to comprehend and forecast how slopes will 
behave in various scenarios, tab. 1. Assessing a slope’s stability or likelihood of failure which 
could result in landslide or other unstable problems is the main objective. Figure 2 show the 
correlation matrix that highlights parameters. 

Figure 1. Hyperparameter optimization  
by the genetic algorithm
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Table 1. Sample data of soil properties include cohesion, friction angle, and slope length

Soil type Moisture 
content [%]

Cohesion 
[kPa]

Angle of  
internal friction [°]

Slope 
angle [°]

Slope 
length [m]

Safety  
factor 

Clay 15 350 29 26 60 1.2
Sand 8 150 34 20 70 1.5
Silt 12 200 30 30 60 1.1
Peat 10 200 33 30 50 1.3
Loam 12 200 31 33 70 1.4
Loamy sand 9 175 24 35 60 1.1
Sandy loam 12 250 32 38 50 1.0
Silt loam 15 300 35 40 70 1.3
Sandy clay loam 20 500 38 53 80 1.9
Sandy clay 14 350 31 45 50 1.3
Clay loam 11 225 27 48 70 1.5
Silty clay loam 13 250 26 50 60 1.1
Silty clay 19 450 37 53 80 1.6

In this research, the dataset based on slope 
stability analysis is used to create machine lean-
ing models. The dataset contains several instanc-
es. A list of the instances includes moisture con-
tent, cohesion, angle of internal friction, slope 
angle, slope length and safety factor. Usually, 
the dataset consists of several examples, each of 
which reflects a distinct place or situation. The 
stability of slopes is then evaluated and predict-
ed using the data by doing conventional geotech-
nical investigations or training machine learning 
models. It is important to remember that slope 
stability is a complicated problem that is impact-
ed by a number of natural, man-made, and hy-
drological variables. Thus, for reliable slope sta-
bility evaluations, a complete dataset that takes 
these different factors into account is essential 
as shown in fig. 3.

Results and discussion 

Result

The review of the approach and its met-
rics for performance are crucial requirements 
before implementing any model. 

Here is a discussion of the several assess-
ment measurements.

Figure 2. Correlation matrix between  
six input variables and one output  
variable in the dataset

Figure 3. Visualization of slope stability  
dataset instances
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Evaluation metrics 

 The confusion matrix plays a crucial role in evaluating the performance of the model. 
The true positive (TP) indicates the real slope failure case that was correctly projected, the true 
negative (TN) indicates the actual non-slope failure instance that was correctly predicted, the 
false positive (FP) indicates the actual non-slope failure cases predicted, and the false negative 
(FN) indicates the actual slope failure cases correctly projected. contrasted with the false pos-
itive rate (FPR). The confusion matrix displays both genuine positive rates and false positive 
rates. The accuracy (ACC), sensitivity (TPR), and specificity (TNR) performance indicators 
can be defined using the previously specified factors. The following equations show how the 
aforementioned metrics are formulated:

 

Specificity   TN
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 =  
 

(4)
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 =  
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Precision: The definition of accuracy is the fraction of positive slope failure cases that 
are accurate, or a metric of accuracy. If there are no false positive cases produced by the hypoth-
esis, the model’s precision will be equal to 1.0. The precision metric is defined as the fraction 
of real slope failures accurately expected. If a hypothetical scenario produces no false negative 
cases, the recall will be 1.0. It is able to be stated as It is able to be stated:

  Precision    
 

TP
TP F P

 =  + 
(7)

Recall: Recall the term as the fraction of real slope failures that were accurately pre-
dicted, or a measure of perfection. If there are no false negative cases produced by the model, 
the recall equal to 1:

  Recall    
 

TP
TP F N

 =  + 
(8)

Predicted accuracy values from sensitivity (TPR) and specificity (FPR) values. A 
well-performing model will always have a value that is close to or equal to 1, covering the de-
termined area below the value. The optimal location for the TPR against FPR score graph is in 
the upper left corner, where the values are 100% TPR and 0% FPR. When the AUC value is 1, 
it indicates that every incidence of slope failure has been correctly categorized. 

The study results are in fig. 4. To compare predicted outcomes, several assessments 
are explained and used. For comparability, the study fully explains and applies several assess-
ments to predicted outcomes. Machine learning improves slope failure analysis and prediction. 
To predict slope failures, this study compared RF, SVM, gradient boost, and DT machine learn-
ing methods. After controlling for causal factors, the four classifiers-RF, DT, gradient boost, 
and SVM-performed well. Comparative data showed that the RF model was more precise than 
other classification methods, tab. 2. The RF is 91% accurate. The RF model has higher specific-
ity, sensitivity, precision, and recall (0.84, 0.79, 0.59, and 0.91). There are several categories of 
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outcomes. According to the initial rule, unstable 
slopes, 55° slope angles, and heavy precipitation 
increase slope collapse risk. Steep highway cuts 
cause slope failure. Slope weakness and erosion 
result from low degradation and excessive pre-
cipitation everywhere. The slope failure study 
noted these common features in many classes. 
Additionally, many slope failure-provoking cri-
teria interact with the expected category. The 
RF scores higher than others. The RF model 
predicts slope failures best in the chosen study 
region based on its specificity, sensitivity, precision, recall, and correctness. By finding dropout 
patterns in a changing dataset, the study shows the value of machine learning classifiers. In fig. 
4, all things considered, the optimal RF model outperformed the other four methods, achiev-
ing a 91% accuracy rate and higher TNR values. Due to the poor prediction of TNR by GBM 
(accuracy = 59%), the SVM algorithm’s performance was lower than the RF model, despite its 
slightly higher AUC and TPR values. Given the realities of slope engineering issues, estimating 
an unstable slope incorrectly will result in significant property and human damage.

Table 2. Performance of SVM, DT, GB, and RF classifier
Performance 

measure Results

 SVM DT GBM RF
Specificity 0.767 0.867 0.59 0.875
Sensitivity 0.909 0.72 0.558 0.963
Precision 0.85 0.8 0.63 0.89

Recall 0.84 0.79 0.58 0.915
Accuracy 84% 79% 59% 91%

As a result, accurate TNR estimation is more important in slope stability analysis than 
TPR estimation. This article suggests the best RF model for predicting slope stability.

The K-fold cross validation

Hyperparameter tuning always risks overfitting or selection deviation in the predic-
tion model. Thus, model optimisation usually uses cross-validation. Cross-validation evalu-
ates the model’s predictive power on self-determining data sets, finds the hyperparameter rate 

Figure 4. Performance comparison of  
SVM, DT, GB, and RF classifiers

Figure 5. Diagram 
of the K-fold 
verification
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that optimises simplification presentation, retrains the model across each training set, and uses 
the independent test set to evaluate its performance, fig. 5. The verification and test sets are 
complementary, and the K-fold divides the data into k-tiny chunks. This study used 10-fold 
cross-validation, the most common.

Discussion 

When compared to conventional approaches like consulting subject experts through 
field research and analysis, machine learning algorithms demonstrate higher accuracy in an-
alyzing and forecasting slope failures. To evaluate and compare in order to anticipate slope 
failures, the following machine learning techniques were used in this work: RF, SVM, DT, and 
GB. Slope stability study makes extensive use of specific machine learning techniques. 

Figure 6 outcomes demonstrate that, when certain causal elements were taken into 
account, the three classifiers RF, DT, and SVM performed well. The RF model fared better 
with respect of accuracy when compared to other classifiers, according to an analysis of the 
comparative data. The RF model has an accuracy rate of 91%. The RF model’s performance 
can be regarded as the best for predicting slope failures in the chosen study area based on the 
performance comparison on the evaluation metrics are specificity, sensitivity, precision, recall 
and accuracy.

Figure 6. Performance accuracy comparison of SVM, DT, GB, and RF classifiers

Conclusion

In order to forecast unbalanced slopes and hidden interacting patterns associated with 
slope failures in the north, this study used machine learning approaches. All four of the clas-
sification models collectively provide strong prediction abilities for slope failures in the area. 
It is clear from the comparison and evaluation metrics results that the RF has a high degree of 
predictive power for slope failures. Therefore, we can utilize the model to assess and develop 
models that forecast slope failure. When choosing a highly capable model, the receiver operat-
ing characteristics curve is useful for comparison shopping. The stability of slopes influences 
the elements considered in the analysis. When real-time data is available, RF can be applied 
as an intellectual model to forecast slope failure trends. In additional parts of the state with 
comparable slope characteristics and a high risk of landslides and slope failures, this model can 
also be helpful for predicting and analyzing slope failures. Using optimization strategies is one 
way of enhancing the analyzed classifiers’ prediction capability. Furthermore, not each slope 
constraint is appropriate for each classification model. As a result, choosing a categorization 
model requires careful consideration of all relevant triggering elements. Ultimately, slope sta-
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bility analysis can effectively use machine learning algorithms. The disaster management team 
will also benefit from the model’s timely risk identification and reduction.
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