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Gross domestic product (GDP) is a vital metric for evaluating the financial 
strength and development of a nation. It extends the complete value of services 
and goods produced within an exact time, presenting critical perceptions into the 
complete financial performance and health. This study focuses on enhancing GDP 
prediction by examining key economic activities such as non-oil, oil, and govern-
ment sectors. Understanding these modules is important for accurately predicting 
economic trials, which impact tax revenue, living standards, and economic stabil-
ity. By incorporating these foremost financial activities, the research emphasizes 
improving the exactness of GDP prediction and provides actionable perceptions 
for strategic economic policy and planning growth. Besides, the study inspects how 
variations in these areas affect GDP, giving a more complete view of trade trends 
and helping shareholders make informed decisions to raise steady growth. This 
study proposes GDP prediction by utilizing an attention recurrent neural network 
with earthworm optimization algorithm (GDPP-ARNNEOA). The main objective 
of the GDPP-ARNNEOA technique is to improve GDP prediction accuracy by an-
alyzing key economic activities to inform economic planning and policy-making. 
To accomplish that, the GDPP-ARNNEOA approach performs normalization by 
utilizing a min-max scaler. Then, the ARNN approach is employed for prediction 
process. Subsequently, the GDPP-ARNNEOA model accomplishes the hyperpa-
rameter tuning by implementing the EOA model. The performance validation of 
the GDPP-ARNNEOA technique is examined in terms of various measures namely 
Mean squared error, mean absolute error, and mean absolute percentage error. The 
experimental results revealed the superior performance of the GDPP-ARNNEOA 
technique over other recent models.
Key words: ARNN, GDP, EOA, economic activities, deep learning

* Corresponding author, e-mail: hthalawani@nu.edu.sa 



Halawani, H. T., et al.: Attention Recurrent Neural Network with Earthworm ... 
5088 THERMAL SCIENCE: Year 2024, Vol. 28, No. 6B, pp. 5087-5095

Introduction

One of the major conclusions of current economics is that finance is good for improve-
ment. The concept that an economy requires mediation match lenders and borrowers, controlling 
resources to their well-organized applications, is important to our intelligence [1]. The innovative 
work has been capable of pointing in proof to support the opinion that financial development is 
beneficial for progression [2]. The finance area generally plays a vital role in the economic im-
provement process and plays an important part across the country thus, banks as financial media-
tors have an abundant impact on transferring payments into financial properties [3]. They transmit 
funds from entities with additional liquidity to those requiring it thus enabling capital trade and 
formation. The GDP is the standard price of all services and products that the region entity made 
within the country’s national limits during the year [4]. The GDP can be a gauge to evaluate the 
complete economic performance of a country, which contains all services and products prepared 
by the economy along with individual consumption, government purchases, non-public records, 
paid-in building values, and then the foreign trade break. The GDP subject has become of great 
position between the pointers of economic variables [5].

The GDP Information has been believed to be a critical sign for estimating the nation-
al economic growth and development of a complete macro-economy [6]. The GDP mostly lies 
on the final services and goods that were made inside the city or country at a particular time. 
The GDP can be openly available on a quarterly and annual basis, but the divisional GDP for 
the various areas has been calculated only once a year, and no official amount can be provided 
for cities or provinces [7]. Besides, provincial estimations for every quarter might be computed 
only after different months at the end of the quarter, after the essential economic information has 
been issued [8]. The developments in machine learning (ML) algorithms, and more precisely in 
deep learning (DL), have carried with them the best tool by which to solve several difficulties in 
various fields, including economics. Primarily, this technique can be dealing with and learning 
from sequential or unstructured information, such as time series or text strings [9]. To start with, 
ML techniques are found to increase estimating accuracy compared with standard statistical 
methods. The two features are mainly exciting regarding increasing the outcomes achieved 
with conventional models. Various works have applied ML and knowledge-based economy 
indicators to predict macroeconomic levels, like the unemployment rate or the GDP [10]. This 
study proposes GDP prediction by utilizing attention recurrent neural network with earthworm 
optimization algorithm (GDPP-ARNNEOA). The main objective of the GDPP-ARNNEOA 
model is to improve GDP prediction accuracy by analyzing key economic activities to inform 
economic planning and policy-making. To accomplish that, the GDPP-ARNNEOA approach 
performs normalization by utilizing min-max scaler. Then, the ARNN approach is employed for 
prediction process. Subsequently, the GDPP-ARNNEOA model accomplishes the hyperparam-
eter tuning by implementing the EOA method. The performance validation of the GDPP-ARN-
NEOA technique is examined in terms of various measures namely mean squared error, mean 
absolute error, and mean absolute percentage error.

Literature review

Gangwar et al. [11] introduce a distributed sailfish optimized hybrid improved ANN 
(DSO-HIANN) method to handle problems in economic development. The study accumulated 
economic data. The logistics information is accumulated and pre-processed by utilizing z-score 
normalizing technique. The technique utilized principal component analysis methodology for 
feature extraction. Administrations, economic organizations, stockholders, and a politician needs 
a precise economic development anticipation. Yang et al. [12] present an ensemble learning (EL) 
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Halawani, H. T., et al.: Attention Recurrent Neural Network with Earthworm ... 
THERMAL SCIENCE: Year 2024, Vol. 28, No. 6B, pp. 5087-5095 5089

model to enhance anticipation accomplishment by fusing the structural associations between 
trade and DL methods. This technique initially presents an association between exporting and 
importing and their operational parameters. The incorporated techniques are later employed for 
anticipating the trade future, which is implemented as a standard technique for comparison. A 
fusion DL model utilizes the incorporated parameters as input to anticipate trade information, 
and later are associated with time-series anticipation and financial operational methods. Sun et 
al. [13] employ ANN and Shapley additive explanations for evaluation. Initially, the impact of 
the digital economy and several features on energy yield shows a U-shaped form. Specifically, 
digital inclusive finance is gradually growing as the main aspect. Then, the lagging result of 
digital structure and economics stands as a significant driver without showing a growing trend. 
As a promising persuader, digital economy efficiently disturbs growth activity, crucially taking 
part in the growth of energy efficiency. Third, the effect clarifies as a gradual strengthening, also 
considered by a non-equilibrium dispersal form spatially.

Wang et al. [14], a DL method is presented to anticipate the GDP growth rate. The 
methodology examines various DL methodologies, LSTM, BD-LSTM, ED-LSTM, and CNN, 
and relates their outcomes with the conventional time series technique (ARIMA, VAR). The 
technique proposes a recursive DL methodology for anticipating the GDP growth rate in the 
subsequent few years. Shi [15], the Lasso back propagation neural networking technique is 
implemented for conducting financial evaluation and anticipation for key global economies, 
concentrating on overall GDP, integrated GDP growth rate, and consumer price index (CPI). 
This classification, together with the consumption of neural network various hidden layer vari-
able evaluation, eases the evaluation and anticipation of national financial drifts. Furthermore, 
implementing a single time series method efficiently anticipates GDP and CPI growth rates, 
together with other macroeconomic factors. Song et al. [16] integrate low frequency macro-fi-
nancial variables dependent on a fusion method combining the DL technique with generalized 
autoregressive conditional heteroskedasticity and mixed data sampling (GARCH-MIDAS) 
methodology. The macroeconomic variables 
are initially taken as exogenous then the pre-
sented method to handle various frequencies 
amid the macro-economic variables and vola-
tility of stock market and lastly the anticipated 
short-term volatility as the input factor into ML 
and DL methods to anticipate the realized vol-
atility.

Proposed methodology

This study presents a novel GDPP-ARN-
NEOA technique. The major aim of the 
GDPP-ARNNEOA technique is to improve 
GDP prediction accuracy by analyzing key eco-
nomic activities to inform economic planning 
and policy-making. The GDPP-ARNNEOA 
approach performs min-max scaler-based 
normalization, ARNN-based prediction, and 
EOA-based hyperparameter tuning process are 
demonstrated in fig. 1. Figure 1. Overall process of  

GDPP-ARNNEOA model

https://www.sciencedirect.com/topics/social-sciences/finance
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Pre-Processing

The GDPP-ARNNEOA model performs normalization by utilizing min-max scaler 
method. This technique is employed to rescale data to a fixed interval, normally between 0 
and 1. When used to GDP data, it aids in normalizing the values, making them similar across 
dissimilar timeframes and countries. By subtracting the least GDP value and dividing by the in-
terval (maximum minus minimum), every value of GDP is changed to fit in the preferred scale. 
This method protects the proportions and relationships among the original values. It’s mainly 
beneficial in ML and data analysis to certify that features correspondingly to the method.

The ARNN-based prediction

The ARNN technique is implemented for the prediction process of the GDPP-ARN-
NEOA model [17]. An recurent neural network (RNN) is a variation on a traditional neural net-
work, expanding to challenge data sequences. However, various neural network behaviors are 
retained namely connections and neurons, an RNN can be able to repeat a particular operation 
for sequential inputs over the usage of the recurrent connection.

These efficiently allow RNN to retain processed values memories, which are uti-
lized next to upcoming inputs. An assumed sequence of input I = i1, i2, i3,..., iT, for every 
stage t the networks repeat the operation is defined:
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where o^ and ht are the signif hidden layer (HL) and output at time, t, correspondingly. Addition-
ally, ϕW is the neural network considered in a weighted network, W. Assumed networks consider 
the tth input it along with the preceding HL ht–1within input. The RNN structure can be fairly 
flexible and remains, then appropriate for addressing several composite problems. The atten-
tion mechanism’s introduction in RNN architectures aids the networks in maintaining memory. 
These increase memory retention over lengthier sequences and improve performance. Whereas 
there exist various dissimilar techniques of applying attention, in that study, a Luong attention 
mechanism has been applied.

On every time phase, t, the Luong attention mechanism is responsible for encoded 
weights, wt, with encoded source sequences:
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The value of outputs forecast in assumed timestep denotes a function of the RNN 
hidden state, ht, and the weights of the encoded HL is based:
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The main variances among attention methods are in the manner that wt values are 
defined. The Luong attention method uses the softmax function calculate sequence scores pre-
viously a complete sequence as defined:
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where β characterizes a scaling-controlled parameter of the attention methods. Score values for 
every sequence have been established utilizing the dot product of every RNN hidden state ht 
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and an encoder HL h^ transferred by matrix Wα 
as exposed:

( ) ˆˆscore , T
t st sh h Wh h

α
← (5)

where T means the maximum iteration counts. 
Figure 2 illustrates the infrastructure of ARNN.

Earthworm optimization algorithm-based  
Hyperparameter Tuning

Finally, the GDPP-ARNNEOA approach 
performs hyperparameter tuning process by 
utilizing earthworm optimization (EWO) mod-
el [18]. The EWO algorithm has been applied, 
which is simulated in the EW reproductive pro-
cess to resolve optimized problems. The EW 
is a hermaphrodite type and performs at all of 
them utilizing male and female sexual organs. 
Hence, the single-parent EW breeds a child 
EW on their own. The Reproduction 1 can be 
defined:

1, max, min, ,i k k k i ku u u uα= + − (6)
The aforementioned equations explain the generating procedure kth element of the 

child's EWi1 in parent EW iui1,k and ui,k denotes the kth element of EW i1 and iumax,k and umin,k 
signifies the operational limitation of kth element of all EW. The α means the similarity feature 
that relies on between 1 and 0, and that decides the movements in parents to child EW. 

The Reproduction 2 uses a better crossover operator type. Let, M exist as the num-
ber of child EW, and it’s 2, or 3 in most possessions. This count of parent EW (N) means any 
number that can be greater than 1. The uniform crossover is used by N = 2 and M = 1. During 2 
parent EW P1 and P2 were selected to use the roulette wheel picked. That is explained:

1
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Mainly, two offspring U12 and U22 are produced in two parents. rand arbitrary integer 
ranges from 0 to 1 has been done and Kth element of U12 and U22 are made: 

If rand > 0.5: 
22, 2,12, 1, k kk ku u PP == (8)

then
22, 1,12, 2, k kk ku u PP == (9)

Finally, the produced EW Ui2 in Reproduction 2 are represented as eq. (10). Estimate 
which rand 1 is another arbitrary number produced between 0 and 1:
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then the producing EW Ui1 and Ui2, the EW Ui for the group measures:
( )1 2! 1  i i iu u uβ β′ = + − (11)

Figure 2. The ARNN structure
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where β can be named as a proportional factor. That has been utilized to operate the proportion 
of Ui1 and Ui2 that local and global searching efficacy was recalled from balancing. It can be 
presented:

1t tβ γβ+ = (12)
where t involves the present generation. Mainly at t = 0, β = 1. The γ denotes the parameters that 
are the result of the cooling factor. This solution requires a run‐away in a local optimum. Hence, 
the Cauchy Mutation (CM) can be performed. This increased the searching ability of EWO. The 
operator of CM can be described:
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where Wk is the signifies the weighted vector for Kth element of population i and Npop infers the 
dimension of the population. The Kth element for last EW growths:

 i i ku u W Cd∗′′ ′= + (14)
Now, Cd denotes the arbitrary amount that is depicted in the Cauchy distribution re-

garding = 1. Nowadays, r represents the scale parameter.
In this paper, the EOA has been deployed for determining the parameter contianed in 

the ARNN technique. The MSE is assumed that the main function and is determined: 
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where M and L are the signifies the outcome rate of layer and data correspondingly and y i   j and 
di   

j – the achieved and suitable magnitudes for jth unit from the outcome layer of network in time, 
t, correspondingly.

Result analysis and discussion

This section examines the performance analysis of the GDPP-ARNNEOA technique 
using own KSA Finance dataset. Figure 3 distributes a complete set of prediction outcomes of 
GDPP-ARNNEOA technique under distinct epochs. The figure means the actual vs. prediction 
outcomes of the GDPP-ARNNEOA method under distinct epochs. It is also well-known that 
the variance between the predicted and actual values is measured at the least.

Figure 4 allocates an entire collection of cumulative results of GDPP-ARNNEOA 
methods. This figure signifies the actual vs. prediction results of the GDPP-ARNNEOA model 
under diverse timesteps. It is also well-known that the difference between the actual and pre-
dicted values can be calculated at a minimum.

Table 1 and fig. 5 show the classifier outcomes of the GDPP-ARNNEOA approach 
under different metrics. The figure specifies that the GDPP-ARNNEOA method accurately 
predicted the outcomes. It is also observed that the predicted values by the GDPP-ARNNEOA 
technique are nearer to the actual values. Based on oil activities, the GDPP-ARNNEOA method 
achieved MSE of 0.047, MAE of 0.197, and MAPE of 0.284. Likewise, based on Non-Oil Ac-
tivities, the GDPP-ARNNEOA method achieved MSE of 0.018, MAE of 0.098, and MAPE of 
0.136. Finally, based on Government Activities, the GDPP-ARNNEOA method achieved MSE 
of 0.031, MAE of 0.152, and MAPE of 0.197.
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Table 1. Classifier outcome of GDPP-ARNNEOA technique under different metrics
Metrics Oil activities Non-oil activities Government activities
MSE 0.047 0.018 0.031
MAE 0.197 0.098 0.152

MAPE 0.284 0.136 0.197

Figure 5. Average of GDPP-ARNNEOA technique; (a) MSE, (b) MAE, and (c) MAPE

Table 2 and fig. 6 establish the MSE outcome of GDPP-ARNNEOA technique with 
recent approaches. The results pointed out that the GDPP-ARNNEOA technique obtains better 

Figure 3. Result analysis of different number of epochs; (a) 50, (b), 100, (c) 150, and (d) 200

Figure 4. Cumulative 
results on applied dataset 
actual vs. predicted
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performance with the lowermost values of MSE. Whereas, logistic regression, decision tree, 
deep belief network (DBN), and neural network based learning for prediction (NLP) methods 
got highest values of MSE. Based on oil activities, non-oil activities, and government activities, 
the GDPP-ARNNEOA method achieved MSE values of 0.047, 0.018 and 0.031, respectively. 

Table 2. The MSE outcome of GDPP-ARNNEOA technique with existing models
MSE

Metrics Oil activities Non-oil activities Government activities
GDPP-ARNNEOA 0.047 0.018 0.031
Logistic regression 0.211 0.193 0.201

Decision tree 0.392 0.372 0.383
DBN algorithm 0.551 0.551 0.545
NLP classifier 0.712 0.708 0.702

Conclusion

This study presents a novel GDPP-ARNNEOA technique. The main objective of the 
GDPP-ARNNEOA technique is to improve GDP prediction accuracy by analyzing key economic 
activities to inform economic planning and policy-making. To accomplish that, the GDPP-ARN-
NEOA approach performs normalization by utilizing min-max scaler. Then, the ARNN approach 
is employed for prediction process. Subsequently, the GDPP-ARNNEOA model accomplishes 
the hyperparameter tuning by implementing the EOA method. The performance validation of the 
GDPP-ARNNEOA technique is examined in terms of various measures namely mean squared 
error, mean absolute error, and mean absolute percentage error. The experimental results revealed 
the superior performance of the GDPP-ARNNEOA technique over other recent models.
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