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Student surveys are tools used to gather feedback and opinions from students 
regarding various aspects of their educational experience such as satisfaction 
with courses, instructors, supervision, facilities, services, and overall campus 
environment. These surveys play a crucial role to assess and improve the quali-
ty of education and overall student experience, and provide insights that can be 
used to decision makers. There are two primary categories of survey questions: 
open-ended and closed-ended. Open-ended questions allow respondents to pro-
vide detailed answers in their own words, while closed-ended questions offer only 
predetermined options. For analyzing student surveys, it is common practice to 
focus on closed-ended questions, while often open-ended responses provide valu-
able insights. In this paper, we use sentiment analysis to extract students’ emotions 
towards various aspects of their educational experience using transformer-based 
pre-trained language models. The results show that the multilingual XLM-RoBER-
Ta demonstrated encouraging results compared to the multilingual BERT model 
with an accuracy of 0.81 and F1 of 0.80 for the classification of aspects while 
for the classification of sentiments, obtained 0.94 and 0.92  for accuracy and F1, 
respectively. 
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Introduction

Student surveys are a vital tool for evaluating and improving courses in higher educa-
tion. These surveys provide direct feedback from students on their learning experiences, course 
content, teaching methods, and overall satisfaction. By gathering and evaluating this feedback, 
educational institutions can identify strengths and areas for improvement in their academic 
programs.

Survey analysis in educational contexts typically focuses on close-ended questions 
due to their straightforward nature and ease of quantification. Close-ended questions provide 
respondents with a set range of answers, such as multiple choice, scales, or yes / no options. This 
format allows for efficient data collection and analysis, facilitating the identification of trends, 
patterns, and statistically significant insights. Structured responses make it easy to aggregate 
data, perform statistical analyzes, and generate reports that can inform decision-making pro-
cesses [1, 2].

* Authorʼs e-mail: ralotibi@kau.edu.sa 
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However, open-ended questions, which invite respondents to express their thoughts 
in their own words, have significant potential to uncover valuable, detailed information that 
close-ended questions might miss. Open-ended questions allow students to provide in-depth 
comments, elaborate on their experiences, and suggest specific improvements. These qualita-
tive data can reveal the underlying reasons behind the trends observed in the quantitative data, 
providing a deeper understanding of the perceptions and experiences of the students [3, 4].

Aspect-based sentiment analysis (ABSA) has two primary tasks, aspect extraction 
and sentiment classification [5]. Aspect extraction involves identifying and extracting specific 
attributes or features known as aspects of an entity from texts. Sentiment analysis identifies and 
analyzes sentiments represented in textual data [6]. The ABSA has become a hot topic for re-
search in recent years and has attracted a lot of attention, including social media posts, product 
and customer reviews. Furthermore, sentiment analysis is helpful in the educational field, as it 
can identify positive, negative, or neutral emotions on instructor performance, learning facili-
ties, and course evaluation [7].

In this research, the main objective of ABSA is to extract aspects, uncover opinions, 
extract the sentiments they convey, and classify these sentiments into polarities [8]. With recent 
advancements in ABSA research, there has been a shift towards improving sentiment polarity 
detection and classification. Additionally, the context of natural language processing (NLP) has 
seen significant developments, particularly with the experimentation with deep learning (DL) 
models. Consequently, the emergence of ABSA is a logical progression in this area [9].

This study aims to explore the transfer learning approach and investigate ABSA’s 
performance in the Arabic educational context. The multilingual base model BERT (cased) [10] 
and XLM-RoBERTa [11], which is an extension of RoBERTa as an improvement over BERT, 
have been used for the extraction of aspect from open-ended course evaluation surveys. The 
sentiment of each aspect was then classified using the sentiment classifier and tested by com-
paring its predictions against the expert-annotated sentiment labels. To our knowledge, this is 
the first study to utilize ABSA for course evaluation survey responses in Arabic.

Based on previously discussed issues, this paper aims to:  
	– Apply unsupervised learning approach using BERTopic for topics and aspect extraction. 
	– Implement an aspect classifier to assign topic names to unseen survey responses. The per-

formance of the classifier is evaluated using the test set. 
	– Implement a sentiment classifier to predict sentiment labels for unseen survey responses. 
	– Train a suggestion classifier that detects whether an aspect mentioned in a sentence is miss-

ing, needs enhancements, or needs to be removed. 

Related work

Within the field of education, ABSA has become a highly effective tool to obtain a 
deep understanding of a variety of aspects of the learning experience, ranging from course con-
tents and teaching strategies to course instructors and assessment methods. Through detailed 
analysis of student feedback, ABSA helps decision makers, including administrators and teach-
ers, better understand the viewpoints of their students and implement data-driven decisions.

The analysis of student feedback, course evaluations, and online reviews of the teach-
ing and learning experience are the main sources of sentiment analysis in the context of educa-
tion. Several approaches, such as machine learning, DL, and hybrid methods, have been used in 
recent studies. As an example, Sindhu et al. [12] used the supervised aspect-based opinion min-
ing method based on the two-layered LSTM model to analyze the teaching skills of teachers. 
The model achieved 91% accuracy in aspect extraction and 93% accuracy in sentiment classi-
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fication. Kastrati et al. [13], Sultani and Deneshpour [14] has also utilized the LSTM model in 
addition to weakly supervised annotation to extract aspects and sentiments from student feed-
back on massive open on-line courses (MOOC). The results show that the model leads to more 
accurate results than the sentiment analysis methods that depend on manual/human annotation.

In another study, Hussain et al. [15] proposed a novel approach for analyzing student 
feedback on teaching and learning experience, using a multi-layer topic modeling and hybrid 
machine learning framework named Aspect2Labels (A2L). The method achieved 91.3% accu-
racy in annotating unlabeled student feedback and over 90% in sentiment classification using 
ANN and support vector machines (SVM). Moreover, Ren et al. [16] adopted DL techniques 
for aspect-level sentiment analysis to automatically determine the sentiment of text-based stu-
dents’ reviews. The proposed solution achieved a F1 value of 79%.

The ABSA using pre-trained language models such as bidirectional encoder represen-
tations from transformers (BERT) is capable of efficiently analyzing student responses to locate 
exactly areas/issues that require development [17]. Zhang et al. [18] implemented a BERT-
based model for sentiment classification of Chinese online course review MOOC, the results 
show that the F1 reaches 92%. Considering Arabic language and according to a recent study, 
Alshaukh et al. [19] evaluated the efficacy of several BERT-based models for aspect extraction 
for Arabic text taken from surveys provided by an educational institution. The survey aimed to 
assess resources, services, and student learning outcomes, the data annotation was performed 
by domain experts to extract training data aspects. The results demonstrated that the proposed 
model obtained F1 score of 0.58 and 0.86. for the aspect extraction and sentiment classification, 
respectively.

While the literature on ABSA using BERT is still expanding, applying these techniques 
specifically for Arabic educational contexts are limited. Most of the research has focused on com-
mercial reviews [20-24], social media texts [25], and news articles rather than educational con-
tent. This suggests that there is a need for additional focused study in this field. More sopisticahted 
model such as XLM-RoBERTa is a powerful transformer-based model that has shown significant 
promise in various NLP tasks across multiple languages. In the educational context, XLM-Ro-
BERTa can be particularly effective in ABSA within education, where it helps in extracting specif-
ic aspects such curriculum, instructors, o teaching methods from student reviews and determining 
the sentiment expressed towards each aspect.

Materials and methods

This section presents the dataset and models that were used*. Next, we went over the 
methodology employed in creating the ABSA classifier. Finally, we outlined the performance 
metrics that were employed in this study to assess the various tasks.

Dataset
The purpose of the course evaluation survey is to evaluate the courses taught in the 

postgraduate programs of the Faculty of Computing and Information Technology at King Ab-
dulaziz University in the academic years 2020-2024. The questionnaire includes thirty three 
closed-ended questions categorized into five dimensions and four open-ended questions in 
Arabic language. The open-ended questions assess various aspects: suggestions to add, what 
suggestion(s) do you have to improve this course, what did you like most about this course, and 
what did you dislike most about this course. In this work, we employ four open-ended questions 
written in Arabic resulting in a final dataset of 3078 responses and four features. For aspect 
*  https://github.com/ralotaibi/ABSA/
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and sentiment classifiers, we use the four columns, while for the suggestion classifier, we only 
include the two columns related to suggestions. Table  1 shows a few sample answers to the 
open-ended questions.

Table 1. A sample of students’ responses used in the experiment

Suggestions

 Increase the number of hours or  
reduce the duties to be appropriate 

 Ease of communicating information and cooperating
 with students by finding appropriate solutions 

Improvement

 Increase the practical part 
after each chapter 

It is better to change the curriculum plan to an organized one 
instead of distracting students by taking additional courses 

Like

 Course instructor is wonderful 
and very helpful  The curriculum is very useful, I recommend it 

Dislike

 Course hours is very long  It was more theoretical than practical 

Data pre-processing was performed using AraBERT [26] for Arabic text pre-process-
ing to remove null values, spaces, diacritics and duplicate. In each column, we additionally 
replace the top 15 frequently occurring words with NaN. The short string which is less than 
five letters were eliminated for topic modelling. Finally, some sentences include English words 
and we decided to keep them. After pre-processing step, the final dataset become 1610 records.

Aspect classifier workflow

The first phase is topic modeling, BERTopic is employed to extract topics from 
the reviews. Similar topics are then merged together. The embedding process utilizes the 
DistilBERT base multilingual model, which is built on the BERT architecture and produces 
512-dimensional vectors. To reduce the dimensionality of these embeddings, Uniform Man-
ifold Approximation and Projection (UMAP) [27] is employed. The reduced embeddings 
are then clustered using Hierarchical Density-Based Spatial Clustering of Applications with 
Noise (HDBSCAN) [28]. Finally, Class-based Term Frequency-Inverse Document Frequen-
cy (C-TF-IDF) is used to create topic representations [29], resulting in the identification of 
22 distinct topics.

After identifying aspect categories, we utilize the outlier reduction algorithm in BER-
Topic to handle outliers [30]. We found out that some topics contain reviews belonging to other 
topics. Therefore, an additional technique is applied, as:  
	– Embeddings of each review in the dataset are obtained. 
	– Topic embeddings are calculated by averaging the embeddings of the reviews associated 

with each topic (excluding the problematic topics). 
	– Similarity between each review (in the problematic topics and the remaining outliers from 

the previous step) is computed against all possible topics. 
	– Topics are assigned based on this similarity calculation. 

 The final topic list includes nine distinct topics as shown in tab. 2.
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 Table  2. Topics generated by BERTopic
  Topic  Description 

 Curriculum  Course content 
 Doctor  Course instructor 
 Practical  Balance between theoretical and practical contents 
 Tasks  Course tasks, assignments and grading 
 Teaching Methods  Teaching methods used in the class 
 Time Table  Schedule of classes 
 Labor Market  The course links to the labor market 
 Research  Research activities in the course 
 None – 

Data splitting. Once the previous steps have been completed, the data is divided into 
two separate sets: one for training and another for testing. The training set contains labels as-
signed by the next step: Automatic Data Annotation. The test set labels are reviewed and over-
written by a subject matter expert. The performance of the aspect classifier will be evaluated 
against this test set.

Automatic data annotation. We utilized three distinct large language models (LLM): 
OpenAI’s GPT-4o *, Meta’s LLama3 70B **, and Cohere’s Command R Plus ***. Each example 
in our dataset was submitted to these LLM, with instructions to assign one label from nine top-
ics identified in previous steps. Consequently, we obtained three labels for each example, one 
for each LLM. To determine the final label, we applied a majority voting system, with a pref-
erence for the GPT-4o label in case of a tie. For the training data, we retained the label derived 
from the majority vote. For the test data, we forwarded it to the subject-matter expert for review 
and update as necessary.

Figure 1 shows the distribution of various topics that were extracted from the respons-
es of students to the evaluation of the courses. The x-axis lists the different topics, while the 
y-axis indicates the number of instances or responses associated with each topic.

Figure  1. The distribution of various topics extracted  
from student course evaluation responses

*  https://openai.com/index/hello-gpt-4o/
**  https://huggingface.co/meta-llama/Meta-Llama-3-70B
***  https://docs.cohere.com/docs/command-r-plus
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Data augmentation. We used OpenAI’s GPT-4o to generate additional examples from 
each instance in our training data, ensuring that these new examples are similar to the original 
while remaining distinct from both the original and each other. We now have a Python dictio-
nary where the keys represent examples from the training data, and the values are the generated 
sentences corresponding to each example in the training dataset.

To increase the representation of minority classes, we identified examples within each 
minority class and retrieved their similar instances from the previously generated data. Training 
data distribution after this step shown in fig. 2.

Aspect classifier training and evaluation. Two aspect classifiers were trained to assign 
topic labels to unseen reviews after the training data was augmented. BERT multilingual base 
model (cased)* is the first classifier. The second classifier is XLM-RoBERTa**, a BERT aspect 
classifier. The test set is used to assess how well these two classifiers perform.

Figure  2. The final topic distribution after data augmentation

Sentiment classifier workflow

For sentiment annotation, we employed the same methodology used in aspect anno-
tation to annotate each example in our dataset with one of three labels: Positive, Negative, or 
Neutral, as seen in fig. 3(a). Once more, the test set was sent to the subject matter expert (after 
the annotation step of the LLM) for review and any necessary updates. Using the cleansed 
training data, two sentiment classifiers, BERT and XLM-RoBERTa, are trained to predict sen-
timent labels for unseen reviews. The performance of the sentiment classifiers is assessed by 
comparing its predictions against the labels in the test set.

Suggestions classifier workflow

 The data are already divided into training and test sets; however, we need to filter it to 
include only the entries from the suggestion columns in both sets. Again, the same approach is 
used to annotate the data. The possible labels are: needs to be added, need enhancement, needs 
to be removed, or none as seen in tab. 3. For augmentation, we used the same method described 
in the data augmentation step of the topics to augment the training data of suggestions. The 
distribution of training data after this step is shown in fig. 3(b). We utilized data from the pre-
vious step to train the BERT and XLM-RoBERTa classifiers. Performance was evaluated by 
comparing the predictions with the labels in the test set.

*  https://huggingface.co/google-bert/bert-base-multilingual-cased
**  https://huggingface.co/FacebookAI/xlm-roberta-large
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Figure 3. Label distribution; (a) the distribution of sentiment classes based on students'  
responses and (b) label distribution of students' suggestions after augmentation

Table  3. The distribution of students’ suggestions
  Label  Description  n 

 Needs to be added  When the student suggests adding something that is currently missing  174 
 Needs enhancement  Something that exists but in low quality, suggesting improvement  86 
 Needs to be removed  When the student refers to something existing but suggests its removal  14 

 None  Otherwise  51 

Evaluation metrics

The most widely used metrics in classification are used to assess the proposed models, 
and these metrics include:

   Precision. Precision measures the ratio of topics/classes the model predicted, whether 
they were correct or incorrect, to the number of topics/classes the model really predicted as true 
[31]:

= TPPrecision
TP FP+

(1)

where TP  and FP represent True Positives and False Positives, respectively.
Recall. Recall computes the proportion of topics/classes that the model properly clas-

sified versus all of topics/classes that were real [31]:

= TPRecall
TP FN+

(2)

where TP and FN are the true positives and false Negatives respectively.
The F1. We applied the micro F1, a micro-averaged F1 that is frequently used to as-

sess the prediction performance. The F1 score is calculated by averaging Precision and Recall 
[32]:

21 = Precision RecallF
Precision Recall
× ×

+
(3)
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Accuracy. The accuracy is used to measure how many times the classifier predicts 
correctly. It can be defined as the total number of elements that are predicted correctly (the sum 
of TP and TN) divided by the total number of predictions.

= TP TNAccuracy
TP TN FP FN

+
+ + +

(4)

where TP, FN, FP, and TN are is true positives, false negatives, false positives, and true nega-
tives, respectively.

Results and discussion

Aspect classifier. Table 4 presents the findings  
from the two experiments which show that the 
XLM-RoBERTa (multilingual) model has demon-
strated encouraging results for aspect classification 
with an F1 score of 0.80, precision of 0.82, recall of 
0.79 and accuracy of 0.81 compared to BERT mul-
tilingual base model (cased). Figure 4(a) shows the 
confusion matrix of XLM-RoBERTa model, which 
is a common tool used to evaluate the performance 
of a classifier [33]. Overall, he model seems to per-
form well on Doctor and Curriculum, with relative-
ly high numbers on the diagonal. There are some 
misclassifications in other classes, such as Time 
Table and Labor Market, indicating areas where the 
model might need improvement. 

Sentiment classifier. The XLM-RoBERTa out-
performs BERT across all metrics, accuracy, preci- 
sion, recall, and F1 as seen in tab. 4. Figure 4(b) 
shows XLM-RoBERTa results per sentiment cate-
gory. It suggests that XLM-RoBERTa model per-
forms well across all sentiment categories, particu-
larly in identifying positive sentiment, though there 
might be some focus needed on improving the de-
tection of Negative sentiment. 

Suggestion classifier. Regarding the suggestion classification, tab. 4 indicates the dif-
ferences in metrics between the two models and shows that XLM-RoBERTa is more capable of 
accurately predicting the correct labels, with fewer false positives and false negatives compared 
to BERT. XLM-RoBERTa performance per label is shown in fig. 4(c). The model performs best 
in the “needs to be added category, with high precision, recall, and F1, indicating that the model 
can identify and predict when something needs to be added.

Table 5 represents some examples of the final output of an ABSA pipeline applied to 
reviews in the educational domain. Each student’s review is breaking down into specific as-
pects (topics), identifying the sentiment expressed about each aspect, and suggesting potential 
suggestion based on the sentiment and content of the review. Figure 5 provides the distribution 
of sentiments across different topics within the course evaluation survey. Overall, the highest 
positive sentiment is associated with the Doctor and Curriculum topics, indicating that these 
aspects are particularly well-received. While fig. 6 shows the distribution of different types of 

Table 4. Classification results

  Aspect classifier

 BERT   XLM-RoBERTa 

Accuracy  0.72  0.81 

Precision  0.67  0.82 

Recall  0.67  0.79 

F1  0.66  0.80 

Sentiment classifier

 BERT   XLM-RoBERTa 

Accuracy  0.90  0.94 

Precision  0.88  0.92 

Recall  0.88  0.93 

F1  0.88  0.92 

Suggestion classifier

 BERT  XLM-RoBERTa 

Accuracy  0.80  0.83 

Precision  0.79  0.83 

Recall  0.73  0.80 

F1  0.76  0.81 
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suggestions across various topics. Needs enhancements is commonly suggested across multiple 
topics indicating areas where improvements are necessary while needs to be removed is less 
common.

 

Table  5. Some examples of the final output using XLM-RoBERTa

Review Topic Sentiment Suggestion 

Dr is a professional in everything (explaining, 
organizing, supporting, helping...etc) Doctor Positive None

Giving small projects instead of a large project Tasks Neutral Needs 
enhancements

Integrate the curriculum content with what  
we take as computer  

science students in other subjects
Tasks Neutral Needs to be added

I particularly enjoyed the teaching used with 
us. The real-world applications allowed me to 

apply theoretical concepts to concrete problems

Teaching 
methods Positive None

Figure  4. The XLM-RoBERTa 
confusion matrix;  
(a) aspect classifier,  
(b) sentiment classifier, and  
(c) suggestion classifier
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Figure  5. Sentiment count by topic  
using XLM-RoBERTa

Figure  6. Suggestion count by topic  
using XLM-RoBERTa

  

Conclusions

 This paper effectively illustrates how ABSA may be applied to open-ended responses in 
student course evaluation surveys within the context of Arabic education. Utilizing sophisticated 
transformer-based models like XLM-RoBERTa and BERT, the models achieved significant results 
in both aspect extraction and sentiment classification. The multilingual XLM-RoBERTa model has 
shown better performance compared with BERT model, especially in aspect classification.

The results demonstrate how ABSA can give educational institutions more in-depth 
understanding of students' experiences than can be obtained from closed-ended survey ques-
tions. This approach facilitates data-driven decision-making to enhance overall student experi-
ences such as curriculum, instructors, and teaching methods. Furthermore, this study establish-
es the framework for further research in this field and contributes to the literature on ABSA in 
Arabic, particularly in educational contexts.

In conclusion, using ABSA in educational surveys can greatly increase the awareness 
of educational institutions to meet the requirements of their students. It also helps to understand 
not only how students feel about different aspects of their educational experience but also what 
actions could be taken to enhance or maintain quality. This kind of analysis is crucial for con-
tinuous improvement in educational settings.
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