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This paper proposes a logging data reconstruction method based on migration 
learning, which can reduce the dependence on labeled data and also help to im-
prove the generalization ability of data-driven models. Reconstruction experiments 
are carried out using data from a block in the Junggar Basin of Xinjiang, and 
compared with the conventional data-driven long short-term memory network and 
recurrent neural network methods. The results show that the reconstruction results 
based on migration learning improve the accuracy by 21%, which is significantly 
better than the remaining two methods, and proves the feasibility of the method.
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Introduction

The quality of the acquired logging data directly affects the reliability of interpretation 
and analysis, affecting exploration and development [1-4]. However, in the construction pro-
cess, logging data are often missing in well sections due to wall collapse, drilling risks, and cost 
savings [5]. Meanwhile, for many oil and gas wells that have already been cemented, recap-
turing the missing log data is extremely challenging and relatively costly [6]. Missing logging 
data poses a substantial challenge to the development and evaluation of oil and gas reservoirs. 
Therefore, how to reconstruct the missing log curves has become a new topic to face [7, 8]. 

Conventional reconstruction methods include empirical formulae (e.g., Gar-
den’s formula [9], Faust’s formula [10], numerical computation methods such as interpola-
tion [11], etc.). However, these conventional reconstruction methods often have limitations. 
In recent years, machine learning has gradually become an effective means of logging data 
reconstruction by its powerful data mining capability. Therefore, how to reduce the reliance 
on labeled data becomes an urgent problem. In addition, although machine learning mod-
els perform well on training data, they often suffer from insufficient model generalisation 
capabilities when facing novel or differently distributed data.

Machine learning creates the possibility for machines to achieve autonomous knowl-
edge learning from data and apply it to solve new problems. Transfer learning, an essential 
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branch of machine learning, we focus on transferring acquired knowledge to new problems to 
enhance the ability to solve new problems and increase the speed of solutions. Therefore, the 
research goal of this paper is to explore the feasibility of applying transfer learning to log data 
reconstruction. 

Transfer component analysis

The transfer component analysis (TCA) transfer learning algorithm tries to make it 
possible to reduce the data distribution differences significantly while preserving the data attri-
butes by mapping the source and target domain data into the reproducing kernel Hilbert space 
(RKHS). The TCA is a transfer learning method based on maximum mean discrepancy (MMD), 
whose MMD distance can be represented:
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where ns and nt are the number of samples in the source and target domains, respectively, and 
||*||H is the RKHS. However, eq. (1) cannot be computed directly, and some kernel method is 
required to transform the samples into the mapping space. To map the data in the source and 
target domains into a shared low dimensional potential space, TCA introduces the kernel matrix 
K and the distributional difference matrix Lij:
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where Kss and Ktt are the kernel matrices on the source and targetdomains. The Kss and Ktt are 
the kernel matrices across domains.

The distance in eq. (1) can be as tr(K) – λtr(K), where the first of these minimizes the 
distance between the distributions, the second maximizes the variance in the feature space, and 
λ(λ ≥ 0) is the weight parameter:
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where µ > 0 is the weight parameter, Im – the unit matrix of size m×m, and H – the centre 
matrix defined as
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The data are downscaled to the new source and target domain data.
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Long short term memory neural networks

Long short-term memory network (LSTM) is an improved algorithm for recurrent 
neural network (RNN). It combines short-term memory with long-term memory by introducing 
a gating mechanism, which solves the limitation that traditional RNN can only process short-
term input information, and at the same time solves the problems of gradient vanishing and 
gradient explosion a certain extent. Figure 1 illustrates the model structure of LSTM. 

Figure 1. The LSTM model structure

Here, Ct – 1 and Ct are the hidden node state, ht – 1 and ht denote the previous and 
current sequence hidden node outputs, respectively, xt is the current sequence hidden node in-
put; f, i, j, o are the process quantities, and σ is the sigmoid non-linear activation function, and 
tanh represents the hyperbolic tangent function.

The TCA-LSTM model

In this paper, the transfer learning algorithm TCA is combined with the LSTM neural 
network to form the TCA-LSTM model, and fig. 2 shows the specific structure of the TCA-
LSTM model in detail. 

Figure 2. The TCA-LSTM model structure

Model evaluation indicators

The model evaluation indexes chosen in this paper are mean absolute error (MAE) 
and root mean squared error (RMSE). The formulas for MAE and RMSE are given:
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where ytrue is the true sample value, ypred – the predicted sample value, and n – the sample size.

Logging data reconstruction

In this paper, the logging data from six wells in the region were collated and data pre-
processed, and it was found that there were outliers and some missing segments in the acous-
tic time difference data in some of the logging data, which caused a serious obstacle to the 
subsequent formation pressure prediction and post-drilling risk evaluation of drilling projects. 
Therefore, six wells from the same block were used for training tests, with well M2 as the target 
domain and the remaining wells as the source domain. 

To test the performance of the TCA-LSTM model, the following two sets of experi-
ments were conducted:
	– A feature log in a well is completely missing, the missing log is reconstructed by using the 

complete log of the well and the complete log of the neighboring well. 
	– A feature in a well is partially missing in a section, the complete log of the well and the 

complete log of the neighboring well are used to reconstruct the missing log.
According to the experimental model evaluation metrics MAE and RMSE are com-

pared with conventional LSTM and CNN neural network methods.

Experiment 1

By analysing the logging data in the west basin depression area, this paper artificially 
deletes the acoustic time-difference data in well M2, and uses the logging data collected from 

Figure 3. Comparative effect of each algorithm in the whole paragraph
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the remaining six wells as the source domain for training, and performs data reconstruction of 
the acoustic time-difference data from well M2. Figure 3 shows the effect of various methods, 
and fig. 4 shows the model metrics of each method.

Experiment 2

The logging data collected from the remaining five wells were used as the source 
domain for model training, the missing segments were altered, and the acoustic time-difference 
data from well M2 was data reconstructed by artificially deleting the acoustic time-difference 
data from the 2000-3000 segments in well 2. Figure 5 demonstrates the effect of various meth-
ods, and fig. 6 shows the model metrics of each method. 

Figure 5. Comparative effectiveness of algorithms in missing segments

Figure 4. Comparison of model 
error of each algorithm in the 
whole segment

Figure 6. Comparative 
effectiveness of algorithms in 
missing segments
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Conclusion

Through detailed investigation and research, we found that when there is some differ-
ence between source domain data and target domain data, it will lead to poor performance of 
traditional models on target domain data. To solve this problem, we introduce a transfer learn-
ing method, which can improve the performance of the model on the target domain data with 
the knowledge of the source domain data. In this context, we adopt the TCA transfer learning 
algorithm. The experimental results show that the TCA transfer learning algorithm performs 
well in the field of logging data analysis, and can reconstruct logging data more accurately, 
thus providing more accurate logging data. This ability to accurately reconstruct logging data 
provides efficient operational guidance at the construction site, as well as a more reliable basis 
for oil and gas reserve assessment, providing strong support for exploration and development 
decisions.
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