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Solid rocket motors (SRMs) have been a critical component of space 

exploration, military operations, and numerous other applications for 

decades. The ability to accurately predict the ignition transient behavior of 

solid rocket motors is crucial for ensuring safe and reliable operations. In 

this study, artificial neural networks (ANNs) are employed to predict the 

ignition transient process of a model solid rocket motor. The training and 

validation data for the ANNs are obtained through simulations of a validated 

quasi-one-dimensional model. Results show that with the inputs of axial 

coordinate and igniting time, the ANNs can predict density, axial velocity, 

temperature, and pressure in internal ballistic within 0.039 relative error 

and a correlation coefficient above 0.994 compared to the quasi-one-

dimensional simulations in millisecond level. With the increase of hidden 

layers and neural numbers in the ANNs, prediction accuracy increases. 

When the hidden layers exceed four, prediction accuracy cannot improve 

significantly. When test data is out of the temporal range of the training and 

validation data, prediction accuracy decreases evidently. The trained ANN 

model can be used to predict solid rocket motors with increased internal 

ballistic spatial resolution within 0.007 relative error and to predict solid 

rocket motors with increased temporal resolution within 0.107 relative error. 

Key words: Solid Rocket Motor; Ignition Transient; Quasi-One Dimensional 

Model; Machine Learning; Artificial Neural Networks  

1. Introduction 

Solid rocket ignition is a complex process that involves a sequence of events leading to the 

propagation of the flame and combustion products within the rocket internal ballistic [1, 2, 3]. The 

ignition process is characterized by multiple transient phenomena that significantly influence the 

performance and operation of the rocket [4, 5]. These transient phenomena include hot gas formation, 

pressure rise, thrust development, and propagation of the flame front through the propellant. Accurate 

prediction of these characteristics is essential for the design and optimization of solid rocket motors, as 

well as for ensuring their safe and reliable operation [6, 7]. 
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Conventionally, predicting solid rocket ignition transient characteristics requires detailed 

modelling based on physical laws and empirical relations [2, 4, 5]. These models often consider 

complex events involving fluid dynamics, heat transfer, chemical reactions, and material properties [8, 

9]. Large number of detailed models have been implemented into two dimensional and three 

dimensional computational fluid dynamics solvers for in-depth ignition transient analysis [10, 11, 12, 

13]. Although the detailed models show promising results to explore the physical mechanisms of 

pressure wave transportation, flame propagation, heat conduction and so on, the computation expenses 

are still huge [14, 15]. In rocket preliminary design phrase, rapid prediction models are sometimes 

more practical than accurate models. These rapid models either use empirical expressions or zero-

dimensional, one-dimensional analysis to quickly establish the relations between rocket geometry, 

grain installation, internal ballistic and thrust-time history [2, 4]. Several rapid prediction models for 

ignition transient evaluation have been developed. The model assumes that the pressure and 

temperature in the internal ballistic were uniform. Therefore, such models can not account for the 

geometry-dependent burning rate and flame propagation rate [16]. For the solid propellant motors with 

complex grain shapes, the predicted values of these models differ greatly from the experimental 

results. Meanwhile, for the commonly used solid rocket, this model is difficult to accurately predict 

the complex flame propagation process and the interaction between flow and combustion [17]. 

However, in the early prediction of solid rocket motor the simple model played a rapid role in 

estimating the moment of ignition and the stage of pressure rise [18]. Another rapid model, namely the 

model was also developed. In this model, the distribution of pressure, temperature and velocity along 

the grain is considered at every moment in the process. A series of control volume elements are 

established along the grain axis, and their increment is described by one-dimensional steady flow 

conservation equation. In the model, the changes of flow and burning surface area and the burning rate 

of the grain in axial direction can be considered [19]. However, the flame propagation rate is an input 

to the model and the induced ignition delay is usually not considered. Flame propagation can be 

treated in a variety of ways: as a time function determined by the test, as a linear function of the 

burning rate with time. Propulsion at a constant average rate, calculated according to the test pressure-

time data, the combustion rate varies axially over the propellant surface by using a function calculated 

for the change of heat flux with gas temperature or boundary layer development [20]. Although model 

has been used for rapid internal ballistic evaluation of solid rocket motors, its utility is limited. Like 

the model, the model does not take into account the control of the igniting process, the flame spread 

rate, and the driving forces that depend on the shape of the grain surface [21]. Both the lumped 

analysis model and the quasi-one-dimensional flow space model are difficult to accurately simulate 

the ignition transient and pressure rise process of solid rocket motors with high volume loading 

density, large throat area ratio and large length-diameter ratio configurations. These solid rocket 

motors are characterized by high internal gas velocities (Mach number>0.3), significant axial pressure 

and temperature gradients, injection pressure, and relatively short ignition transient times [3, 22]. The 

motor’s entire combustion chamber characteristics cannot be uniform for this kind of motor, nor can 

their change be managed in a quasi-steady state assumption, if the ignition transient and pressure rise 

process are to be expected. In order to overcome the ineffectiveness of the above two models, Peretz et 

al.[23] proposed model. The model takes into account the variation of the flow field and pressure with 

time and axial position, and the interaction between the developing flow field, the convective heat 

transfer of solid propellant, the flame propagation and the erosive combustion processes. The model is 
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still a widely used model for fast prediction of the igniting and pressure rise phase. Beyond those 

improvement, the traditional rapid prediction models are highly sensitive to modelling assumptions 

and require precise parameterization for accurate predictions. Additionally, the high dimensionality 

and non-linearity of the problem still leave accurate predictions using traditional numerical techniques 

challenging. 

Data-driven techniques such as artificial neural networks (ANNs) offer an alternative approach 

for predicting solid rocket ignition transient characteristics [24, 25, 26]. By learning flow features 

from historical data, ANNs can capture complex relationships that are difficult to model using 

traditional physical models. ANNs also provide a framework for incorporating multiple sources of 

data, including sensors readings, propellant properties, and environmental conditions [27, 28]. This 

integration allows for a more comprehensive prediction of transient characteristics that considers 

various interacting factors simultaneously [29, 30]. The consistently development of data-driven 

techniques provides new possibilities for rocket science in supplement of traditional method and 

solves the problems in a more efficient way. 

In this paper, we propose the use of artificial neural networks to predict the ignition transient 

process of solid rocket motors. We aim to develop a ANN algorithm that can accurately capture the 

behavior of the ignition and grain burning system based on historical data. The model will be trained 

and validated using a large dataset obtained from quasi-one dimensional numerical simulations. The 

main objective of this study is to demonstrate the feasibility and effectiveness of using the rapid 

prediction ANN algorithm to predict ignition transients in solid rocket motors. The developed model 

can serve as a fast assessment tool for rocket motor design and optimization. By leveraging the 

capabilities of ANNs, we aim to address the challenges associated with predicting ignition transients 

using traditional numerical methods and pave the way for more accurate and efficient predictions in 

the future. 

This paper is organized as follows: In Section 2, the physical model of solid rocket motor is 

presented. The theoretical background of a traditional quasi-one dimensional model, as well as ANN 

algorithm are elaborated. Section 3 analyze the results obtained from ANN algorithm. The influences 

of ANN structures, the training data length and the capabilities of the ANNs in predicting increased 

spatial and temporal resolution data are discussed. Finally, Section 4 provides concluding remarks and 

suggestions for future work. 

2. Physical Model and Theoretical Background 

2.1. Schematic of Solid Rocket Motor 

The solid rocket motor configurations are reproduced from Tahsini [4]. Fig. 1 shows a 

schematic of the solid rocket motor, which consists mainly of an igniter, propellant grain, and a Laval 

nozzle. The origin of the axial coordinate is set at the installation position of the igniter port. The grain 

is a simple tube configuration. The control volume inside the propellant has one inflow and one 

outflow boundary. The mass and heat release of propellant burnt gas is added into the control volume 

through source terms in the governing equations. The spatial resolution for each control volume is ∆x 

and the control volume in the nozzle only has inflow and outflow boundaries without propellant 

burning. 
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Figure 1: Schematic of solid rocket motor. 

2.2. Quasi-one-Dimensional Model 

A quasi-one dimensional (Q1D) model is established to simulate the solid rocket motor ignition 

process. Two assumptions are made based on the physical process of the ignition transient process. 

First, the ignition transient period is very short in the framework of the entire solid rocket work 

duration. Only a relatively thin layer of grain is burnt, thus grain regression is not considered. The 

internal ballistic flow area and burning surface perimeter remains unchanged during the ignition 

transient process. Second, the burnt gas of the grain is considered as ideal gas and the gas properties 

obeys the ideal gas state equation. Based on above assumptions, the governing equations for the quasi-

one dimensional model are given by: 
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Here, t and x are simulation time and axial coordinate, respectively. ρ is the density of burning 

gas, u is the axial velocity, A is the cross section area of the internal ballistic, p is pressure, E is the 

total energy and γ is the specific heat ratio. For the propellant, rb is the burning rate, Pb is the burning 

surface perimeter, ρpr is the density of propellant, ue is the ejection velocity of the burning gas leaving 

the propellant surface and hpr is the enthalpy of the propellant. The burning rate for propellant is given 

by: rb=Abp
nb

, where, Ab and nb are two rate constants. 

One-dimensional heat conduction equation (Eq.5) in the solid propellant is solved to obtain the 

temperature distributions over grain surface. Here, κ is the heat conduction coefficient and hw is the 

direction coordinate with the origin on the propellant surface and the direction vector perpendicular to 

grain surface. In our simulations, 100 ghost grid points are assigned along hw direction for each control 
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volume and the spatial resolution is 0.0002 m to resolve the temperature distributions inside the 

propellant. The properties of the model rocket motor are given in Table1 
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Table 1: Properties of the model rocket motor [4]. 

Property Value Property Value 

Motor Diameter 0.14 m Ab 0.004 m/s 

Initial Grain Diameter 0.1 m nb 0.4 

Grain Length 1.00 m ρpr 1700 kg/m3
 

Nozzle Throat Diameter 0.06 m R 318 J/(kg×K) 

Nozzle Exit Diametet 0.12 m γ 1.21 

hpr 6.8×10
6 J/kg ue 180 m/s 

κ 1.28 W/(m×K) Tw,∞ 300 K 

The temporal variations of mass flow rate and gas temperature from igniter are given as inflow 

boundary conditions for the equation system. The two values are fitted through the igniter mass and 

temperature curves form Tahsini [4] and are given in the form of piecewise function in our code as 

shown in Eq.6 and Eq.7. The coefficients of the igniter model are shown in Table 2 
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Table 2: Coefficients of the igniter model. 

Coefficient Value Coefficient Value 

ca1 2468.293 cc1 5.9257505 

ca2 5756.564 cc2 -334.7422 

ca3 0.000615 cc3 -0.003320 

cb1 0.070999 cc4 -4.381228 

cb2 -2.987889 cd1 -7.828060 

cb3 516.7691 cd2 -16470.401 

cb4 0.248223 cd3 0.0491065 

The governing equations were discretized using the finite difference method [31]. For the 

splitting of the inviscid fluxes, the Van Leer method was employed [32]. The inviscid fluxes were 

solved using the WENO5 method [33], which is a fifth-order weighted essentially non-oscillatory 

scheme. The heat conduction equation was solved using a fourth-order central difference scheme. 

Finally, the time advancement was performed using a third-order Runge-Kutta method [34]. The Q1D 

solver is an in-house code, written in the Fortran programming language, and operates in a serial 

mode. 

Two metrics, namely the relative error Er(v) and correlation coefficient Cr(v) are adopted to 

evaluate the difference between the model prediction and the true value. Those two metrics are also 
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used to evaluate the accuracy of ANN mode predictions and the Q1D model simulations. The 

definitions for the two metrics are given below, respectively. Here, the ⟨·⟩ represents ensemble average 

operation. 
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Fig. 2 shows the pressure history at internal ballistic head from reference data [4] and 

simulations of the Q1D model. In Fig. 2. (a), three sets of grid are tested for grid convergence study 

using identical time step size (∆t = 1×10
−7

 s). It is shown that with the increase of axial grid points 

from 400 to 1200, the pressure history gradually converges and coincide with the reference data. The 

results from Q1D simulations with grids of 800 and 1200 nearly overlap with each other, suggesting 

that the grid converges with axial grid number exceed 800. Fig. 2. (b) shows the pressure history 

simulated with fixed axial grid number (Nx = 800) and three different time step size. It is shown that 

with the decrease of time step size from ∆t = 1×10
−7

 s to ∆t = 1×10
−8

 s, the pressure history curves 

overlap with each other, indicating that time step size has little influence on the simulation results 

when ∆t ≤ 1×10
−7

 s. 

 

 

Figure 2: Pressure history at internal ballistic head. 

Table 3 presents the relative errors and correlation coefficients statistics from Q1D simulations 

in comparison withe the reference data [4]. It can be found that with the increase of grid resolutions, 

the relative error deceases from 0.051 to 0.044 and the correlation coefficients increase from 0.977 to 

0.983. When the time step size decreases from 1×10
−7

 s to 1×10
−8

 s, the two metrics for simulations 

with axial grid points of 800 do not change evidently. The above results demonstrate that the 

simulation results converge when the axial grid points exceed 800 and the time step size ∆t ≤ 1×10
−7

 s. 

The simulation data under above conditions can be used to train and validate the ANN model. 

2.3. Architecture of the ANN Model 

An Artificial Neural Network (ANN) is a computational model that simulates the way the 

human brain processes information. It consists of an input layer that receives raw data, one or more 

hidden layers that extract features and create complex patterns through interconnected neurons, and an 

output layer that generates the final prediction or decision. The network learns by adjusting the 

weights and biases of its neurons through a training process involving backpropagation, which 
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iteratively minimizes the error between the network’s predictions and the actual outcomes. This 

adaptive learning allows ANNs to capture non-linear relationships and perform tasks such as 

classification, regression, and  

Table 3: Relative errors and correlation coefficients statistics from Q1D simulations. 

No. Grid No. ∆t Er(p) Cr(p) 

1 400 ∆t =1×10
−7

 s 0.051 0.977 

2 800 ∆t =1×10
−7

 s 0.048 0.982 

3 1200 ∆t =1×10
−7

 s 0.044 0.983 

4 800 ∆t =5×10
−8

 s 0.044 0.982 

5 800 ∆t =1×10
−8

 s 0.044 0.982 

pattern recognition with high accuracy. The architecture of the ANN model in current study is 

shown in Fig. 3. The variables feed into the input layer are axial location x and the ignition time t. 

Four variables, namely, density ρ , axial velocity u, temperature T and pressure p constitute the output 

layer. The hidden layers connect the input layer and the output layer and the number of hidden layers 

and the number of neurons in each hidden layer can be modified and tested in subsequent study. The 

sinusoidal is chosen as the activation function for the hidden layers. The batch size and the learning 

rate for the ANN model are 10000 and 0.001, respectively. The mean square error (MSE) loss function 

is selected to measure the performance and accuracy of the ANN model. For each case, the training 

and validation data are first packed together in random order in one data file. This data file consisted 

of six columns. The first two columns are the input variables and the rest four columns are the output 

variables. In training and validation procedure, the data file is split into two separate files containing 

training data and validation data in a ratio of 7:3. During the ignition transient period, the values of 

flow variables, especially the values of temperature, and pressure, change evidently. Thus, to obtain a 

generalized input and output, as well as to improve the robustness of the ANN model, both inputs and 

outputs are normalized using the ensemble average and standard deviation values. The normalizations 

of input and output layers are given by: vnorm
 = (v − v 

avg
 )/vstd

 . The above ANN network was 

constructed using the open-source software TensorFlow [35]. 

 

 

Figure 3: Architecture of the ANN model. 
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3.  Results and Discussions 

3.1. Influence of ANN hidden layer structures 

Four ANN models with different hidden layer structures are fist tested. The training and 

validation data in this subsection are from Q1D simulations with spatial resolution Nx = 800 and 

temporal resolution ∆t = 1×10
−7

 s. The overall training and validation data are packed using solution 

instants saved at every 0.0001s and thus the total data packed are solutions are 1000 time instants. The 

four ANN models have identical inputs and outputs, but different hidden layers. For example, (20,10) 

represents a ANN model with two hidden layers and the first hidden layer has 20 neurons while the 

second hidden layer has 10 neurons. The number of hidden layers of the four ANN models increase 

from 2 to 5. The prediction accuracy of the four ANN models is shown in Table 4. It can be found that 

with the increase of hidden layers and the number of neurons in each hidden layer, the relative errors 

for pressure decrease from 0.039 to 0.007 and the correlation coefficients increase from 0.994 to 

0.999. While the relative errors for temperature decrease from 0.068 to 0.006 and the correlation 

coefficients increase from 0.948 to 0.999. For ANN models with 4 and 5 hidden layers, the prediction 

accuracy are very close to each other, indicting that the prediction accuracy can not improve 

significantly with the increase of hidden layer and the number of neurons in each hidden layer when 

hidden layers exceed 4. Simulating the ignition process of a solid rocket using Q1D model takes 

approximately 4 minutes, whereas the computation time using an Artificial Neural Network (ANN) is 

less than 0.3 seconds. 

Table 4: Prediction accuracy of ANN models. 

ANN structure Er(p) Cr(p) Er(T) Cr(T) CPU-time 

(20,10) 0.039 0.994 0.068 0.948 0.107s 

(20,40,10) 0.020 0.998 0.018 0.996 0.183s 

(20,40,40,10) 0.008 0.999 0.007 0.999 0.211s 

(20,40,80,40,10) 0.007 0.999 0.006 0.999 0.284s 

Fig. 4 shows the temporal variations of pressure and temperature predicted by ANN model with 

different hidden layer structures. It can be observed that the predictions by (20,10) and (20,40,10) 

models deviate the Q1D model simulations during the ignition transient process at t > 0.02s. The 

predictions by (20,40,40,10) and (20,40,80,40,10) models coincide with the Q1D model simulations 

during the entire ignition transient process. 

 

 

Figure 4: Temporal variations of pressure and temperature predicted by ANN model with 

different structures. 
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Fig. 5 shows spatial-temporal variations of pressure and temperature prediction by Q1D model 

and different ANN models. It can be found that the spatial-temporal variations of pressure and 

temperature predicted by (20,10) and (20,40,10) models only capture the variable distributions in 

middle part of the rocket internal ballistic. The variable distributions near the head region predicted by 

those two models greatly different form the Q1D model simulation. The predictions by (20,40,40,10) 

and (20,40,80,40,10) models can properly recovery the spatial-temporal variations of pressure and 

temperature during the ignition transient process. 

  

  

 

  

Figure 5: Spatial-temporal variations of pressure and temperature prediction by Q1D model 

and different ANN models. 

To check more details of the ANN model predictions, the spatial distributions of pressure and 

temperature at two instants are shown in Fig. 6 and 7, respectively. At the first few milliseconds of 

ignition, the values of flow variables in the internal ballistic change very quickly. At t = 0.002s as 

shown in Fig. 6. (a), the high pressure gas released from igniter gradually raise the pressure level in 

the internal ballistic. It is shown that the predictions by (20,10) and (20,40,10) models can not properly 

capture the instant pressure distributions in the internal ballistic while the predictions by (20,40,40,10) 

and (20,40,80,40,10) models can reasonably recovery the instant pressure distributions but with poor 

accuracy. At t = 0.090s, approaching the end of ignition transient period, the pressure distributions 

predicted by four ANN models can coincide with the Q1D simulation. The ANN model predictions of 

temperature as shown in Figure 7 are quite similar to the predictions of pressure. The reason for the 

poor predictions of pressure and temperature at the first few milliseconds by ANN models can be 

attribute to the fact that at the very beginning of ignition transient, the pressure and temperature in 

internal ballistic instantly increase form atmospheric conditions to the igniter hot gas condition, the 

changes are very fast and the values varies greatly. The training and validation data are inadequate for 

the ANN models to learn those transient feature. 



10 

 

 

 

Figure 6: Spatial distribution of pressure at t=0.002s and 0.090s from different ANN models. 

 

 

Figure 7: Spatial distribution of temperature at t=0.002s and 0.090s from different ANN 

models. 

3.2. Influence of training data 

The datasets used for ANN training and validation are simulations results by Q1D model 

ranging from 0 to 0.1 s. In this subsection, the training and validation data are tailored to assess the 

extrapolation potential of the ANN model. Four groups of training and validation datasets are prepared 

as shown in Table 5. The 20% data suggests that the training and validation data only cover the first 

20% percent of the entire dataset during the ignition transient process, which contains Q1D 

simulations form 0 to 0.02 s. The 40%, 60% and 80% data are packed according to the same principal. 

After the training and validation, the models are used to predict the variable variations during the 

entire ignition transient process from 0 to 0.1 s. As shown in Table 5, the relative error of ANN model 

predictions gradually decrease with the increase of training and validation data length while the 

correlation coefficients increase slightly. The results suggest that with the increase of training and 

testing data length, the prediction accuracy of ANN model can be improved in relative extent. 
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Table 5: Prediction accuracy of ANN model with different training data length. 

Datasets Er(p) Cr(p) Er(T) Cr(T) 

20% data 0.930 0.028 0.833 0.083 

40% data 0.772 0.046 0.658 0.192 

60% data 0.765 0.057 0.654 0.223 

80% data 0.758 0.101 0.628 0.242 

To find more details of the performance of the ANN model trained and validated with different 

data length, the spatial distributions of pressure and temperature at two time instants are shown in Fig. 

8 and 9, respectively. It can be found that for pressure and temperature distributions at t = 0.002s as 

shown in Fi. 8. (a) and Fig. 9. (a), the predictions by ANN models trained and tested with different 

data length can properly recovery the transient features compared to simulations by Q1D model. 

However, the pressure and temperature distributions at t = 0.090s greatly deviate from the Q1D model 

simulations as shown in Fig. 8. (b) and Fig. 9. (b). The results indicate that when the predictions data 

is out of the temporal range of training and validation data, the extrapolation capability for the ANN 

model is poor. 

 

 

Figure 8: Spatial distribution of pressure at t=0.002s and 0.090s from ANN model trained by 

different data length. 

 

 

Figure 9: Spatial distribution of temperature at t=0.002s and 0.090s from ANN model trained 

by different data length. 
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3.3. Prediction of increased spatial resolution 

In previous subsections, the Q1D simulation of Nx=800 and ∆t = 1×10
−7

 results are used to train 

and validate the ANN model. The training and validation data are saved at tr = 1×10
−4

 , which 

contains 1000 instant solution data in the ignition transient process. To test the capability of the ANN 

model in predicting the increased spatial resolution, Nx=900, 1000, 1100 and 1200 are tested using 

ANN model trained by Nx=800 datasets. Table 6 presents the prediction accuracy of these results. It is 

shown that with the increase of spatial resolution from 900 to 1200, the relative errors of pressure and 

temperature are between 0.006 and 0.007, while the correlation coefficients of pressure and 

temperature are above 0.998. The results indicate that the ANN model has good performance in 

predicting the ignition transient process with increased spatial resolution using model trained in a 

lower spatial resolution datasets. 

 

Table 6: Prediction accuracy with increase spatial resolution. 

Spatial resolution Er(p) Cr(p) Er(T) Cr(T) 

Nx=900 0.006 0.999 0.006 0.999 

Nx=1000 0.006 0.999 0.006 0.999 

Nx=1100 0.007 0.998 0.006 0.999 

Nx=1200 0.007 0.998 0.006 0.998 

 

Fig. 10 shows the temporal variations of pressure and temperature predicted with increased 

spatial resolutions. It can be found that with the increase of spatial resolution, the ANN predicted 

pressure slightly increase and the ANN predicted temperature slightly decrease at t ≥ 0.04s. Overall, 

the ANN model predictions are in good agreement with Q1D simulations. 

 

 

Figure 10: Temporal variations of pressure and temperature predicted with increased spatial 

resolutions. 

Fig. 11 shows spatial-temporal variations of pressure and temperature predicted with Nx=1200 

using ANN model and Q1D simulation. It is shown that the results are quite similar to each other, 

suggesting that the capability of ANN model in predicting increased spatial resolution is fairly good. 
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Figure 11: Spatial-temporal variations of pressure and temperature predicted with Nx=1200. 

3.4. Prediction of increased temporal resolution 

Additionally investigated is the ANN model’s capacity to forecast higher temporal resolution. 

The prediction accuracy of the ANN model in predicting results with higher temporal resolution is 

displayed in Table 7. It is discovered that as temporal resolution increases, the correlation coefficient 

of pressure slightly decreases and the relative errors of temperature and pressure steadily increase. The 

findings imply that the ANN model’s predictive power for higher temporal resolution results is 

inferior to its predictive power for higher spatial resolution results. 

 

Table 7: Prediction accuracy with increase temporal resolution. 

Temporal resolution Er(p) Cr(p) Er(T) Cr(T) 

tr = 1×10
−7

 s 0.088 0.960 0.020 0.998 

tr = 5×10
−8

 s 0.096 0.956 0.021 0.998 

tr = 1×10
−8

 s 0.107 0.953 0.021 0.998 

 

Fig. 12 shows the spatial-temporal (0.0026s < t < 0.0034s) contours of pressure predicted with 

increased temporal resolutions. During this period, the values of pressure in the internal ballistic 

change evidently. As shown in the Fig. 12. (a2) for predicting contour using a temporal resolution of tr 

= 1×10
−7

 , the pattern of high pressure and low pressure regions are comparable with the Q1D 

simulation as shown in Fig. 12. (a1). However, the division of high pressure and low pressure is not as 

clear as the Q1D simulation. With the increase of temporal resolution as shown in Fig. 12. (b2) and 

(c2), the pattern of high pressure and low pressure region are obscure and the division of high pressure 

and low pressure are not as clear as those obtained by Q1D simulations. The results demonstrate that 

the temporal interpolation ability of the ANN model is not as good as its spatial interpolation 

capability. 
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Figure 12: Spatial-temporal (0.0026s < t < 0.0034s) contours of pressure predicted with 

increased temporal resolutions. 

4. Conclusion 

In this study, we have delved into the prediction of solid rocket ignition transients, a complex 

phenomenon involving the ignition of propellant grains, the subsequent rise in internal ballistic 

pressure, and temperature elevation. To address this, we first established a quasi-one-dimensional 

model that captured the essential physics of solid rocket ignition. This model was validated against 

data from reference studies, confirming its accuracy and reliability. 

Subsequently, we constructed a fully connected artificial neural network model, utilizing the 

quasi-one-dimensional model’s simulated data as training and validation database. The ANN model 

took time and internal ballistic axial position as inputs, and predicted transient density, velocity, 

temperature, and pressure as outputs. The model’s performance was then tested by varying its 

architecture, specifically the number of hidden layers and neurons within each layer. Our findings 

indicated that as the complexity of the ANN architecture increased, so did its prediction accuracy. 

Notably, when the model had four hidden layers, the relative error of predictions was less than or 

equal to 0.008, with a correlation coefficient of at least 0.999. However, adding more than four hidden 

layers did not lead to further significant improvements. 

To assess the ANN’s extrapolation capabilities, we trained it using datasets with varying 

simulation durations. The results showed that the ANN was highly accurate in predicting data within 

the training duration range but exhibited lower accuracy when extrapolating beyond this range. This 

observation highlighted thelimitations of the ANN’s extrapolation abilities. To further explore the 

ANN’s performance, we tested its prediction on data with higher spatial and temporal resolutions. 

Interestingly, while the model maintained good accuracy for increased spatial resolution, its 

performance suffered a slight decrease when dealing with higher temporal resolution data. The ANN 

model developed in this study has demonstrated promising results in predicting solid rocket ignition 

transients. Its accuracy, particularly when using four hidden layers, is sufficient for practical 

applications. However, it is important to note that the model’s extrapolation capabilities are limited, 

and further study is needed to improve its performance in this area. Additionally, future studies could 

investigate techniques to enhance the ANN’s ability to handle data with varying temporal resolutions. 
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This work represents a step forward in ANN-based modelling of solid rocket ignition transients and 

lays the foundation for more advanced and accurate predictions in rocket science. 
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Nomenclature 

SRM solid rocket motor hpr enthalpy of the grain 

ANN artificial neural network ue burnt gas ejection speed 

Q1D quasi-one dimensional Ab grain burning rate coefficient 

t simulation time nb grain burning rate coefficient 

x axial coordinate hw grain wall normal coordinate 

ρ rocket gas density γ specific heat ratio of rocket gas 

A internal ballistic area κ grain heat conduction coefficient 

u rocket gas axial velocity R rocket gas constant 

p rocket gas pressure Tw,∞ grain wall temperature at remote distance 

E rocket gas total energy Tig igniter gas temperature 

rb grain burning rate igm   igniter gas mass flow rate 

Pb grain burning surface perimeter Er(v) relative error of variable 

ρpr grain density Cr(v) correlation coefficient of variable 
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