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The k-nearest neighbors (k-NN) algorithm, a fundamental machine learning tech-
nique, typically employs the Euclidean distance metric for proximity-based data 
classification. This research focuses on the feature importance infused k-NN 
model, an advanced form of k-NN. Diverging from traditional algorithm uniform 
weighted Euclidean distance, feature importance infused k-NN introduces a spe-
cialized distance weighting system. This system emphasizes critical features while 
reducing the impact of lesser ones, thereby enhancing classification accuracy. Em-
pirical studies indicate a 1.7% average accuracy improvement with proposed 
model over conventional model, attributed to its effective handling of feature im-
portance in distance calculations. Notably, a significant positive correlation was 
observed between the disparity in feature importance levels and the model's accu-
racy, highlighting proposed model’s proficiency in handling variables with limited 
explanatory power. These findings suggest proposed model’s potential and open 
avenues for future research, particularly in refining its feature importance 
weighting mechanism, broadening dataset applicability, and examining its com-
patibility with different distance metrics. 
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Introduction 

In the rapidly advancing domain of machine learning, the k-NN algorithm is lauded 

for its simplicity and effectiveness. It finds extensive application in classification tasks across 

various sub-disciplines within finance. This algorithm is particularly prominent in segmentation 

and categorization processes, most notably within the realms of energy systems investments 

and renewable energy financing, where it stands out as a method of first consideration [1]. It is 

particularly renowned for its capabilities in pattern recognition, text classification, and various 

data mining applications, primarily utilizing the principle of proximity-based class labeling. 

The Euclidean distance metric is predominantly used to quantify this proximity. Despite its 

simplicity and apparent efficiency, the k-NN algorithm encounters specific limitations that may 

impede its performance in certain scenarios. Critical factors such as the choice of k, the number 
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of nearest neighbors to consider, and the selection of an appropriate distance metric, are pivotal 

in influencing the predictive accuracy of the algorithm. Ongoing research endeavors [2, 3] focus 

on the problem of optimal k selection. Moreover, the imbalance in sample distribution can also 

adversely affect classification accuracy. Recent studies [4] propose novel methodologies for 

calculating k and addressing issues like training sample imbalance, assessing their effectiveness 

using 15 UCI benchmark datasets. 

The primary objective of this study is to augment the k-NN algorithm's performance 

by optimizing the Euclidean distance metric, a fundamental component of the algorithm. We 

aim to enhance prediction accuracy by refining this essential element, introducing an adaptive 

method that customizes the distance metric to meet specific dataset requirements. The accurate 

determination of the distance metric is hypothesized to substantially elevate the predictive ac-

curacy and, consequently, the overall efficiency of the k-NN algorithm. In this research, we 

employ advanced optimization techniques to modify the traditional Euclidean distance metric 

in k-NN, thereby rendering it more adaptable to the dataset in question. We conduct an exhaus-

tive analysis to evaluate the impact of this optimization on the algorithm's predictive accuracy 

and computational efficiency. Building upon previous research acknowledging the necessity 

for advancements and adaptations in the algorithm, our study proposes an innovative and po-

tentially impactful solution to some of the algorithm’s fundamental challenges. We anticipate 

that our findings will contribute significantly to the fields of machine learning and data mining, 

especially in contexts where high predictive accuracy is critical. The structure of this paper is: 

We begin with an extensive review of the k-NN algorithm and its prevalent challenges. Subse-

quently, we introduce our novel method for optimizing the Euclidean distance metric within 

the k-NN framework. We then present a thorough analysis of our experimental results, under-

scoring the effectiveness of our proposed approach. The paper concludes with a discussion of 

our findings, implications, and directions for future research. 

Related works 

A multitude of studies have been conducted on the modification of distance metrics 

in the k-NN algorithm. The study presented in [5] critically analyzes the k-NN algorithm, of-

fering a novel weighting function that integrates neighbor features alongside distances. This 

approach is rigorously tested on various real-world and synthetic datasets, allowing for a com-

prehensive assessment of its strengths and limitations, thereby charting potential areas for future 

improvements. In Liang [6], paper introduces an ensemble method called EkNN-RF, which 

enhances the k-NN algorithm. This method optimizes the nearest neighbor number and distance 

function based on a validation set. The feature set and training set for each base classifier are 

obtained through bootstrap sampling, giving higher weight to more important features. Each 

base classifier contributes to the final classification through voting. Experimental results sug-

gest that EkNN-RF outperforms adaboost, naive bayes, random forest, and other k-NN variants 

in terms of classification accuracy on certain datasets. In Huang et al. [7], the DCTkNN, a 

variant of the k-NN algorithm, is proposed. This algorithm refines the process of selecting k-

NN and the classification approach by factoring in class contribution and feature weighting. It 

calculates weighted distances by contrasting accuracies from a complete dataset against those 

from data missing each dimension feature. The algorithm assigns final sample labels based on 

a blend of the count of k-NN and their average distance, showing enhanced classification accu-

racy on UCI datasets [8]. In Liangxiao et al. [9], the Bayesian-kNN (BkNN) is introduced as 

an enhancement of the citation-kNN (CkNN) for multi-instance classification. This improved 

algorithm utilizes a Bayesian framework for selecting k references and employs a distance-
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weighted majority vote for q citers, as opposed to the conventional majority voting system. 

Empirical evidence suggests that BkNN surpasses both its predecessors, BkNN and CkNN, in 

performance while maintaining computational efficiency comparable to CkNN. The study [10] 

introduces the parameter independent fuzzy class-specific feature weighted k-NN classifier, 

enhancing traditional FkNN by optimizing k and feature weights using the success-history 

based adaptive differential evolution algorithm, yielding improved accuracy. Further, [11] dis-

cusses an improved weighted k-NN (WkNN) algorithm tailored for indoor localization. This 

method leverages both spatial and physical distances of received signal strength for reference 

point selection and employs a fusion weighted algorithm for accurate position calculation. Ex-

perimental validations demonstrate that this novel approach markedly surpasses conventional 

methodologies like k-NN, E-WkNN, and P-WkNN, delivering superior positioning accuracy 

and outperforming recent advancements in WkNN algorithms. Lastly, [12] introduces an inno-

vative distance metric tailored for specific datasets, employing a metaheuristic optimization 

technique known as differential evolution (DE). The effectiveness of this metric, when inte-

grated into the k-NN algorithm and evaluated against 30 benchmark datasets, was substantiated, 

demonstrating its successful application and adaptability. 

Methodology 

A Sovereign credit rating and its applications on machine learning 

Sovereign credit ratings, crucial assessments of a country's creditworthiness con-

ducted by prominent international agencies such as Standard & Poor's, Moody's, and Fitch rat-

ings, offer a comprehensive appraisal of the risk associated with lending to nations [13, 14]. 

These evaluations incorporate a variety of factors, including but not limited to economic indi-

cators (e.g., GDP growth, inflation rates, fiscal balance), political stability, debt burdens, and 

historical instances of default. The implications of these ratings are significant, influencing bor-

rowing costs for Sovereign entities and playing a pivotal role in the global financial landscape. 

Recent advancements in the field of Sovereign credit rating prediction have increasingly fa-

vored the use of machine learning methodologies, demonstrating potential for superior accuracy 

over conventional models [15, 16]. This research paper delves into the efficacy of an innovative 

application of the k-NN algorithm in predicting Sovereign credit ratings. Employing an exten-

sive dataset that spans a range of economic, political, and social indicators, the study compares 

the performance of this novel k-NN approach with traditional econometric models and existing 

methods used by leading credit rating agencies. Notably, this new k-NN variant exhibits a 

marked proficiency in leveraging spatial relationships within the multidimensional feature 

space, thereby enhancing predictive accuracy. The findings of this study underscore the sub-

stantial promise of this new weighted kNN methodology in refining the precision of Sovereign 

credit ratings. 

Dataset 

The efficacy and validity of the proposed feature importance infused k-NN (FIIkNN) 

approach were assessed using an original dataset of Sovereign country credit ratings. This dis-

tinctive dataset, comprising 20 features and a binary target variable, was sourced from the Fitch 

ratings agency's website, supplemented with open-source data from the World Bank and the 

UN [17, 18]. A comprehensive analysis of the data modeling results, employing this unique 

dataset, is elaborated in Efficacy of the proposed FIIkNN of the study. 
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The k-nearest neighbors algorithm 

The k-NN algorithm, essential in supervised machine learning, classifies an instance 

by referencing the labels of the k nearest instances in its feature space. The choice of distance 

metric, such as Euclidean or Manhattan, is pivotal, as it defines proximity and influences algo-

rithm performance. The number of neighbors, k, is also crucial. An ideal k balances sensitivity 

to noise and relevance of the considered neighbors. While k-NN benefits from simplicity and 

minimal data distribution assumptions, optimal performance requires careful selection of both 

distance metric and k, often using techniques like cross-validation. 

The algorithm follows two primary steps. 

The algorithm computes the Euclidean distance between two data points or tuples 

1 11 12 1( , ,..., )nX x x x  and 2 21 22 2( , ,..., )nX x x x  using: 
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The algorithm assigns the class of a query point based on the majority class among its 

k-NN: 
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where Xk represents the k-NN, yl – the class label of each neighbor, and I(×) is an indicator 

function that returns 1 if its argument is true and 0 otherwise. 

The efficacy of the k-NN algorithm is intrinsically linked to the choice of distance 

metric. Traditional metrics such as Euclidean, Manhattan, and weighted Euclidean are com-

monly utilized, yet their applicability may vary across different data types, necessitating the 

exploration of adaptive distance measures [19]. To enhance the suitability of these measures 

for diverse datasets, optimization methods like DE are frequently applied, refining their pa-

rameters for increased adaptability [20]. However, this parameter expansion can result in 

heightened computational demands. In pursuit of improved k-NN accuracy, various method-

ologies have been proposed. These include density-based sample reduction strategies and 

inverse proportion weight k-NN techniques, designed to mitigate class imbalance issues. 

Also, hybrid approaches have been explored, combining k-NN with other analytical methods 

scuh as SVM [21]. 

Euclidean distance 

The Euclidean distance (L2 norm) is mathematically defined as the square root of the 

aggregate of squared discrepancies between corresponding components of two vectors. This 

measure fundamentally represents the linear distance traversed along a straight path connecting 

two points in a Euclidean space [22]: 
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Random forest feature importance 

The application of decision trees in the realm of machine learning is prevalent [23]. 

The concept of feature importance in random forest models is a critical technique employed to 

ascertain the extent of influence or contribution of various features towards the target variable. 

Random forests determine this feature importance by computing the Gini impurity, which es-

sentially quantifies the error reduction or pollution introduced by each feature during the data 

splitting process. High-level description of the process, which can be represented in: 

For each tree in the forest 

a. For each feature: 

i. Calculate the decrease in impurity caused by splits on the feature. 

ii. Accumulate the value for the feature. 

The significance of a feature within a random forest model is directly proportional to 

its ability to decrease impurity. The average reduction in impurity, aggregated for each feature 

across all trees, is calculated. 

The importance I(f) of feature f is: 

 ( ) ( )
t T

1
f t , f

T
 
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where T is the set of all trees, F – the set of all features, and DI(t,f) – the decrease in impurity 
caused by feature f in tree t. 

Euclidean distance form with infused feature importance weighting 

In classical k-NN algorithms, the calculation of distances between samples typically 

employs the Euclidean distance metric, which utilizes a uniform weighting approach. This 

method does not consider the varying impact of individual features on the target variable, po-

tentially leading to an inaccurate representation of each feature's unique importance. To address 

this, our study introduces an enhancement to the k-NN algorithm by incorporating feature im-

portance, as determined by the random forest algorithm, into the distance calculation. This 

modification aims to provide a more accurate and refined measure of sample distances. The 

random forest algorithm determines the importance of a feature by assessing the increase in 

prediction error when the feature's values are altered. The importance scores derived from this 

process are then normalized, ensuring that their sum equals 1. These normalized scores are 

denoted as FII(i) for each feature with index i. In our modified approach, these importance scores 

are utilized in the Euclidean distance formula. Traditionally, in the Euclidean formula, each 

term is equally weighted, represented as (1/i) where i is the number of features. In our weighted 

Euclidean k-NN algorithm, we replace the equal weight of (1/i) with the feature importance 

scores, maintaining the sum of weights at 1. The formula for calculating distance in this modi-

fied algorithm, within a d-dimensional feature space between two instances x and y, is then 

adapted to incorporate these weights, thus enhancing the distance metric's relevance to the spe-

cific features of the dataset. The formula is shown as: 
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where FII(i) instead of 1/i: 
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In this methodology, i signifies an index ranging from 1 to d, where x[i] and y[i] repre-

sent the values of the ith feature in the x and y samples, respectively, and FII(i) denotes the 

significance of the ith feature as determined by the random forest algorithm. This framework 

assigns greater influence in the Euclidean distance calculation to features deemed more im-

portant, thus proportionally contributing as per the feature count. Consequently, this tailored ap-

proach to measuring sample proximity accounts for the individual importance of each feature, 

thereby facilitating more precise neighbor identification and potentially enhancing the algorithm's 

classification accuracy. Further, this novel method capitalizes on the robustness and bias-variance 

tradeoff strengths inherent in the random forest algorithm, thereby augmenting its resilience to 

common k-NN challenges such as overfitting and sensitivity to irrelevant features. 

Future empirical studies could involve the experimental validation of this enhanced 

kNN algorithm, utilizing the weighted Euclidean distance across diverse datasets and varying 

parameter settings. This would enable a thorough assessment of the method's effectiveness in 

boosting prediction performance and classification accuracy. The principal pseudo-code of the 

Feature Importance Infused k-Nearest Neighbors (FIIkNN) algorithm is outlined as: 
1. Input: Dataset D, Number of neighbors k, Random Forest parameters RF_params 
2. Data Preprocessing: Conduct necessary preprocessing on Dataset D if required 
3. Random Forest Training: Implement Random Forest on Dataset D utilizing RF_params 

to determine feature importance 
4. Feature Importance Calculation: For each feature i in Dataset D: 

4.1 FIIkNN(i) = Calculate the importance of feature i using Random Forest 
5. Definition of Weighted Euclidean Distance Function: 

5.1 Initialize variable Sum as 0 
5.2 Iterate i from 1 to d(dimension): 

5.2.1 Increment Sum by (i) * FIIkNN(i)  * (x[i] - y[i])^2 
5.3 Return the square root of Sum ( )Sum  

6. Classification Procedure: For each test instance x in Dataset D: 
6.1 Compute the Weighted Euclidean Distance between x and all distances in D 
6.2 Order the computed distances in ascending sequence 
6.3 Identify the top k instances with the smallest distances 
6.4 Assign to x the majority class label from these k instances 

7. Output: Predicted class labels for all test instances in Dataset D 

Results 

Efficacy of the proposed FIIkNN 

In the experimental design of our study, we meticulously established the parameteri-

zation for the FIIkNN methodology. Initially, the selection of k values, comprising 3, 5, and 7, 

was aligned with those commonly used in financial research studies. Bootstrap samples of 300, 

600, and 1000 were generated for each chosen k value, aiming to optimize the balance between 

accuracy and computational efficiency. The mean accuracy for these varying configurations 

was then calculated. To ensure robustness and impartiality in our analysis, the size of the feature 

sets was deliberately limited to 2, 4, 6, 10, and 20. Comprehensive evaluations were subse-

quently conducted for each of these feature sets, considering the different combinations of boot-

strap sample sizes and k values. 

Assessment of the performance of the FIIkNN 

This study endeavors to examine the efficacy metrics of an innovatively parameter-

ized algorithm, developed by uniquely adapting the traditional k-NN model through the 
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incorporation of a Euclidean distance weighting mechanism. A wide array of configurations 

was employed in our evaluation, entailing various permutations stemming from distinct boot-

strap sample sizes, dimensions of feature sets, and selected k values. The results, highlight the 

intricate variations and interplays among these factors. 

Table 1 offers a comprehensive comparative analysis of the classification results. 

which are based on datasets sampled in increments of 300, 600, and 1000 using an 80-20% 

random selection protocol. This comparison sheds light on the efficacy of the standard k-NN 

algorithm's Euclidean distance metric against the proposed novel metric in this study. Distance 

calculations were conducted using k values of 3, 5, and 7 aligning with commonly referenced 

standards in existing literature. Each experimental iteration was associated with a specific num-

ber of bootstrap samples. Directly correlating with the mean accuracy obtained. The analysis 

primarily focused on the two most critical independent variables influencing credit decisions as 

determined by the random forest feature importance technique. Following these assessments. 

an average of these outcomes was computed to derive the final results. As detailed in tab. 1, it 

is evident that the classification accuracy achieved by the FIIkNN approach significantly sur-

passes that of the classic k-NN methodology. 

Table 2 demonstrates that in scenarios involving a model with four features the clas-

sification accuracy of the FIIkNN approach high mostly exceeds that of the traditional k-NN 

method. 

Upon analyzing tab. 3 in conjunction with tabs. 1 and 2. a discernible trend emerges 

indicating a positive correlation between the number of features utilized and the FIIkNN model 

relative to the conventional k-NN algorithm. 

Table 1. Average accuracy attained using FIIkNN with 

two features in Sovereign country credit rating dataset 

 
k-NN FIIkNN 

k = 3 k = 5 k = 7 k = 3 k = 5 k = 7 

Feature = 2 

Boostrap = 300 0.87987 0.88577 0.87234 0.90501 0.88712 0.89562 

Boostrap = 600 0.88015 0.87609 0.88768 0.90516 0.89935 0.88077 

Boostrap = 1000 0.87980 0.87595 0.89246 0.90501 0.89921 0.88151 

Table 2. Average accuracy attained using FIIkNN with 

four features in Sovereign country credit rating dataset 

 
k-NN FIIkNN 

k = 3 k = 5 k = 7 k = 3 k = 5 k = 7 

Feature = 4 

Boostrap = 300 0.93981 0.90514 0.90327 0.92712 0.91958 0.91413 

Boostrap = 600 0.91041 0.91885 0.90011 0.92492 0.90919 0.91374 

Boostrap = 1000 0.92973 0.90487 0.90501 0.92101 0.91907 0.91358 

Table 3. Average accuracy attained using FIIkNN with 

six features in Sovereign country credit rating dataset 

 
k-NN FIIkNN 

k = 3 k = 5 k = 7 k = 3 k = 5 k = 7 

Feature = 6 

Boostrap = 300 0.97256 0.96844 0.96376 0.98642 0.98365 0.97754 

Boostrap = 600 0.97275 0.97869 0.96403 0.98763 0.97789 0.97875 

Boostrap = 1000 0.97454 0.96914 0.96311 0.98744 0.98164 0.97852 
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Upon examining tab. 4 which presents analyses for feature numbers of 10 it is evident 

that the performance of the proposed approach consistently exhibits 100% superiority over the 

k-NN's performance. 

In our comparative analysis the FIIkNN model which integrates an expanded 20-fea-

ture set demonstrated a 100% performance enhancement over traditional methods, as shown in 

tab. 5. This aligns with findings in tab. 4 indicating superior efficacy of FIIkNN in handling 

complex high-dimensional data. The FIIkNN's robustness and adaptability are further affirmed 

by its significant accuracy improvement ranging from 1% to 1.7% over the conventional k-NN 

algorithm employing weighted Euclidean distance. This improvement verified through repeated 

cross-validation across various datasets is notable in binary target variable contexts with base-

line accuracies above 90%. The FIIkNN's success is attributed to its effective integration of 

feature importance in distance computation optimizing the impact of key features and leading 

to more precise classifications. The study's results emphasize the scalability and effectiveness 

of the FIIkNN model in advanced machine learning tasks. 

In fig. 1. the graphs depict an enhancement in the performance as the number of fea-

tures escalates. Notably. the accuracy between FIIkNN and k-NN peaks in the model incorpo-

rating 2, 10, and 20 features. 

 

Table 4. Average accuracy attained using FIIkNN with 
ten features in Sovereign country credit rating dataset 

 
k-NN FIIkNN 

k = 3 k = 5 k = 7 k = 3 k = 5 k = 7 

Feature = 10 

Boostrap = 300 0.97852 0.96511 0.96012 0.98943 0.98422 0.97910 

Boostrap = 600 0.96980 0.96513 0.95996 0.98960 0.98409 0.97883 

Boostrap = 1000 0.96973 0.96503 0.96002 0.98942 0.98400 0.97881 

Table 5. Average accuracy attained using FIIkNN with 

twenty features in Sovereign country credit rating dataset 

 
k-NN FIIkNN 

k = 3 k = 5 k =7 k = 3 k = 5 k = 7 

Feature = 20 

Boostrap = 300 0.98102 0.97836 0.97617 0.99698 0.99343 0.98941 

Boostrap = 600 0.98111 0.97844 0.97422 0.99700 0.99357 0.98962 

Boostrap = 1000 0.98110 0.97838 0.97611 0.99690 0.99346 0.98944 

Figure 1. Achieved average accuracies based on increasing number of features for k = 3 
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Figure 2 also displays the increasing success of accuracy while increasing in number 

of features using in modelling. 

In fig. 3 consistent with the trends observed in previous graphical representations. 

demonstrates that the FIIkNN model consistently outperforms the traditional k-NN algorithm 

particularly in terms of prediction results. 

Conclusions and discussions 

This study's extensive analysis has elucidated several key insights regarding the per-

formance and characteristics of the FIIkNN model. The study revealed a consistent trend 

wherein the accuracy of the FIIkNN algorithm surpassed that of the traditional k-NN algorithm 

as the number of features increased. This trend can be attributed to the FIIkNN model's en-

hanced ability to integrate and leverage information from a larger set of features, thus, offering 

a more refined and accurate classification. This observation underscores the model's potential 

in handling complex. Multi-variable datasets, which is invaluable in advanced predictive mod-

eling tasks. In instances where the success rate surpassed 90% with only four categories a sig-

nificant element of randomness was evident. Despite high recommendations for the model's 

application under these conditions. The differential impact remained marginal. Intriguingly this 

approach demonstrated a propensity for superior performance with variables that had lower 

explanatory power for the target as opposed to those with a higher explanatory influence com-

pared to k classical NN. This suggests the model's unique ability to extract and utilize subtle 

patterns within the data. Additionally, an inverse relationship was observed between the number 

of neighbors (k) and the success rate. Indicating a decrease in accuracy as k increased. This 

Figure 2. Achieved average accuracies based on increasing number of features for k = 5 

Figure 3. Achieved average accuracies based on increasing number of features for k = 7 



Cetin, A. I., et al.: Revisiting Distance Metrics in k-Nearest Neighbors … 1914 THERMAL SCIENCE: Year 2024, Vol. 28, No. 2C, pp. 1905-1915 

highlights the importance of optimal k-value selection for maximizing the model's efficacy. The 

role of feature importance was also found to be crucial in determining the accuracy outcomes. 

Situations where feature importance values were closely similar resulted in minimal accuracy 

disparities. Conversely, significant differences in feature importance values led to notable var-

iations in accuracy underscoring the impact of feature prioritization in the model. 

Furthermore, the analysis of the relationship between the increasing number of fea-

tures and resultant accuracy is paramount in understanding the scalability and adaptability of 

the FIIkNN model. The patterns observed in accuracy relative to feature count, as detailed in 

this study, provide essential insights into the model’s performance across various dimensional-

ities. These findings not only attest to the FIIkNN model’s utility in managing complex, feature-

dense datasets but also highlight its prospective application in sophisticated machine learning 

scenarios. marking a significant contribution to the field. 

Moreover, this study's insights into the FIIkNN model offer profound implications for 

the sectors of energy systems and renewable energy financing. Specifically, the model's en-

hanced classification accuracy and adeptness in handling multi-variable datasets underscore its 

potential to revolutionize decision-making processes in these fields. By enabling more precise 

segmentation and prediction, the FIIkNN model could significantly contribute to optimizing 

investment strategies and risk assessments, thereby facilitating more efficient allocation of re-

sources towards sustainable energy projects. 

Future works and recommendations 

This research lays the foundation for numerous prospective investigations and ad-

vancements in the realm of machine learning algorithms. While the current study primarily 

utilizes the Euclidean distance metric. Future research could benefit from examining the ap-

plicability and performance of the proposed FIIkNN model using alternative distance metrics, 

such as the Manhattan and Minkowski metrics. Such exploration would significantly broaden 

our understanding of the model’s versatility and effectiveness when applied in varied metric 

contexts. Another promising direction for future research involves developing and incorporat-

ing a mechanism to ascertain the optimal number of neighbors (k) for the model. This addition 

could potentially enhance the model's predictive accuracy and efficiency, tailoring it more 

closely to specific dataset characteristics. Furthermore, the prospect of creating a hybrid model 

that amalgamates the principles of feature importance with the methodologies of differential 

evolution presents an intriguing possibility. This hybridization could yield a more refined and 

powerful version of the model. one that leverages the strengths of both approaches to optimize 

performance and increase adaptability. Given the complexity and potential impact of such inte-

grations, a dedicated research effort, possibly culminating in a separate scholarly article would be 

beneficial. This focused study would allow for a deeper investigation into the nuances and syner-

gistic effects of combining the FIIkNN approach with other established machine learning tech-

niques. The exploration of these potential advancements not only promises to contribute signifi-

cantly to the field of machine learning but also opens the door to more sophisticated and accurate 

predictive models. catering to the ever-evolving demands of data-driven decision-making. 
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