Flow separation is necessary for the construction of a rocket engine nozzle. Regenerative cooling is one of the most significant criteria for the safety of wall nozzles because of the high temperature and pressure in the thrust chamber. A review of a comprehensive numerical investigation of the boundary layer separation and heat transfer in a 30°−15° cooled nozzle is presented. The accuracy of the SST-V turbulence model in this study was numerically investigated. For this purpose and for a wide range of chamber conditions, the effects of various parameters, such as wall temperature, turbulent Prandtl number, and constant specific heat ratio vary from 1.31 to 1.4 for constant fluid properties for N₂O, CH₄, Cl₂, and air, respectively. The variable specific heat ratio ranged from 1.39 to 1.66 for variable fluid properties for air, CH₄, O₂, and Helium, respectively, and we investigated how various parameters impact the position of flow separation and local wall heat transfer.
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1. Introduction

The behavior of fluid mechanics and heat transfer in an accelerated turbulent flow differs significantly from that in nonacelerating cases. Supersonic nozzle flows are crucial for the design, development, and fundamental research purposes. Consequently, numerous studies have been conducted worldwide to investigate and gain a better understanding of heat transfer phenomena in rocket nozzles, which are strongly influenced by a range of parameters, including combustion dynamics, injection schemes, and turbulence levels. The heat transfer in nozzles occurs in the presence of a large pressure gradient and at very high stagnation temperatures, which is manifested by the presence of two components: a convective component to which another so-called radiation is superimposed.

Initially, most of the studies and investigations were mainly focused on the study of the convective phenomenon in pipes and conical nozzles with a low angle of divergence and low pressure and stagnation temperature [1], [2], [3] and [4].

Back et al. [5] experimentally investigated the effects of several parameters, such as stagnation pressure and temperature, as well as the thickness of the boundary layer on convective heat transfer. They found that the coefficient of heat transfer increased with increasing stagnation pressure in the case of a turbulent boundary layer. The effects of stagnation temperature, for its part, are no longer clear. Back et al. [5] also noted that a thinner boundary layer at the inlet led to an elevated heat transfer coefficient.

The same remarks were reported by Leccese et al. [6], who aimed to compare two types of transfer (convective and radiative) in a thrust chamber. As a result, the authors found that the heat flux decreased along the chamber because of the thickening of the boundary layer, which prevented the convective contribution, while the radiative contribution remained constant. The authors also investigated the effects of a combustion mixture of (O/CH₄) and (O/H).

They found that the resulting chemical elements only affected radiation. However, convection only depends on the thermal conductivity of the mixture, and consequently, the heat transfer in the case of (O/H) was more important. The same remarks on the effect of increasing the chamber pressure reported by Back et al. (1963) were made by Leccese et al. [6]. Concerning the effects of wall temperature, Leccese et al. [6] reported that the convective flow decreases by increasing the temperature of walls because of the small difference between the flow temperature and the wall temperature.
In their experimental investigation, Arnold et al. [7] examined the parameters affecting the efficiency of cooling film in a model high-pressure combustion chamber. They specifically focused on studying the impact of film blowing and the ratio between injection speed and gas speed. The study revealed that increasing film blowing led to improved efficiency, while an increase in injection speed ratio and Reynolds number of the slot contributed to enhancing film efficiency.

Miranda et al. [8] analyzed how flow films affect heat transfer in thrust chambers. Their study encompassed various characteristics such as flow and composition effects. Overall, the results indicated that hydrogen was more effective than an (O/f) mixture at reducing heat transferred to walls for a fixed wall temperature. However, there are instances where using an (O/f) mixture is necessary due to potential over-cooling caused by hydrogen.

Other effects have been investigated, such as the injection angle and height of the slots [9], as well as chemical reactions [10]. The effects of altitude were investigated by Kim et al. [11], who reported that the transfer of heat decreases with increasing altitude, which is an obvious consequence of a decrease in the density of air. In his study, which aimed to model the heat transfer in a thrust chamber, Daimon et al. [12] specified the importance of considering the elements resulting from combustion as well as the interaction between the flames and the walls of the thrust chamber. Similar results were confirmed by Frank and Pfizner [13].

Although many authors have studied this subject, there has not yet been a thorough analysis of the phenomenon as a whole nor have appropriate methodologies been developed. We explored the heat transfer characteristics associated with the turbulent flow of hot air through a converging-diverging nozzle to fill some of the gaps statistically. We started this numerical study to enhance our understanding of how various parameters affect the steady flow of fluid through nozzles and to explain the effect of some important parameters such as the turbulent Prandtl number, wall temperature, and specific heat ratio (γ), on the heat transfer distribution of the wall, and on the static pressure of the wall (separation position) for adiabatic and isothermal walls.

2. Turbulence modeling and numerical method

2.1 Turbulence modeling

To prevent computational problems related to employing the accurate source term of turbulent kinetic energy k. The variety of the Shear Stress Transport (SST), knowing by the combination of the advantages of the two models k − ϵ and k − ω, called SST-V is used. The term responsible for producing k in this case is described by the local measure of the vorticity [16,17]. A reliable estimate of the production of the source term can be obtained from this formulation (see eq.2) in the boundary layer [6].

\[ \tau_{ij} = \mu_t \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} - \frac{2}{3} \frac{\partial U_k}{\partial x_k} \delta_{ij} \right) - \frac{2}{3} \rho k \delta_{ij} \]  

\[ \tau_{ij} \frac{\partial U_i}{\partial x_j} = \mu_t \Omega^2 - \frac{2}{3} \rho k \delta_{ij} \frac{\partial U_i}{\partial x_j} \]  

The model in fact employs two extra transport equations to characterize the turbulence:

\[ \frac{D}{Dt}(\rho k) = \tau_{ij} \frac{\partial U_i}{\partial x_j} - \beta^* \rho_0 k + \frac{\partial}{\partial x_j} \left( \mu + \sigma_k \mu_t \right) \frac{\partial k}{\partial x_j} \]  

\[ \frac{D}{Dt}(\rho \omega) = \frac{\nu p}{\mu_t} \tau_{ij} \frac{\partial U_i}{\partial x_j} - \beta^* \rho_0 \omega^2 + \frac{\partial}{\partial x_j} \left[ \left( \mu + \sigma_{\omega} \mu_t \right) \frac{\partial \omega}{\partial x_j} \right] + 2 \rho (1 - F_1) \sigma_{\omega \omega} \frac{1}{\omega} \frac{\partial k}{\partial x_j} \frac{\partial \omega}{\partial x_j} \]  

Where \( D/Dt = \partial/\partial t + u_i \partial/\partial x_i \) is the Lagrangian derivative. The blending function \( F_1 \) is given by the following:

\[ F_1 = \tanh \left( \min \left( \max \left( \frac{\sqrt{k}}{0.09 \omega} \frac{500}{\rho_0 \omega y^*}, \frac{4 \rho \sigma_{\omega \omega} k}{C_D \rho_0 y^*} \right) \right) \right) \]
Here, the term $CD_{k\omega}$ denotes a cross-diffusion included in Eq. (4). The eddy viscosity is taken as following: $\mu_t = \rho a_1 k/\max(a_1\omega, \Omega F_2)$, where $F_2$ is a function, used only on the boundary layer, given by:

$$F_2 = \tanh \left( \max \left( \frac{2\sqrt{k}}{0.09\omega y}, \frac{500\nu}{y^2\omega} \right) \right)^2$$

### 2.2 Numerical method

The set of equations is presented in a conservative format, segregating the contributions from viscous and non-viscous sources. The terms $S_0$, are processed distinctly.

$$\frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} + \frac{\partial G(U)}{\partial y} = \frac{\partial F_v(U)}{\partial x} + \frac{\partial G_v(U)}{\partial y} + S_0(U)$$

(6)

here $U$ represents the vector of conservative variables,

$$U = \left( \begin{array}{c} \bar{\rho} \\ \bar{\rho} \bar{u} \\ \bar{\rho} \bar{v} \\ \bar{\rho} \bar{E} \\ \bar{\rho} k \\ \bar{\rho} \bar{\omega} \end{array} \right), \quad S_0 = \left( \begin{array}{c} 0 \\ 0 \\ 0 \\ 0 \\ H_k \\ H_{\omega} \end{array} \right)$$

(7)

In this context, $F$ and $G$ denote the inviscid flux, while $F_v, G_v$ refer to the viscous vectors,

$$F = \left( \begin{array}{c} \bar{\rho} \bar{u} \\ \bar{\rho} \bar{u}^2 + p^* \\ \bar{\rho} \bar{u} \bar{v} \\ (\bar{\rho} \bar{E} + p^*) \bar{\rho} \\ \bar{\rho} \bar{k} \\ \bar{\rho} \bar{\omega} \end{array} \right), \quad G = \left( \begin{array}{c} \bar{\rho} \bar{v} \\ \bar{\rho} \bar{v} \bar{u} \\ \bar{\rho} \bar{v} \bar{v} + p^* \\ (\bar{\rho} \bar{E} + p^*) \bar{v} \\ \bar{\rho} \bar{v} k \\ \bar{\rho} \bar{v} \omega \end{array} \right)$$

(8)

Here, $\bar{\rho}$ denotes the density, $x$ and $y$ components of fluid velocity are $\bar{u}$ and $\bar{v}$, $\bar{E}$ is the total energy, and $p$ is static pressure which is derived from the equation of state of perfect gas.

$$p = (\gamma - 1)\bar{\rho} \left( \frac{\bar{E}}{2} - \frac{(\bar{u}^2 + \bar{v}^2)}{2} - k \right)$$

(9)

Here are the expressions for the viscous fluxes, $F_v$ and $G_v$,

$$F_v = \left( \begin{array}{c} 0 \\ \bar{\sigma}_{xx} \\ \bar{\sigma}_{xy} \\ \bar{\sigma}_{x\omega} \\ \bar{\sigma}_{x\omega} \bar{u} + \bar{\sigma}_{xy} \bar{v} - \bar{q}_x \\ \bar{\sigma}_{\omega x} \end{array} \right), \quad G_v = \left( \begin{array}{c} 0 \\ \bar{\sigma}_{xx} \\ \bar{\sigma}_{yy} \\ \bar{\sigma}_{x\omega} \\ \bar{\sigma}_{x\omega} \bar{u} + \bar{\sigma}_{xy} \bar{v} - \bar{q}_y \\ \bar{\sigma}_{\omega y} \end{array} \right)$$

(10)

Here $\bar{\sigma}$ denotes the stress-tensor, and $\bar{q}$ represents the vector of heat flux.

As for the numerical method, the equations of Navier-Stokes are solved using a finite volume predictor-corrector on a computational domain defined by variables $\zeta$ and $\eta$, which correspond to the transformed coordinates of the physical domain.
MacCormack’s explicit-implicit approach is used to solve the new system of equations. In terms of space and time, this method is second-order precise. Steger and Warming modified the fundamental discretization method for convective fluxes in order to consider the physical characteristics of how information spreads. In shock zones, the flux splitting is reduced to first order. In both the ζ and η directional sweeps, the integration of the axisymmetric source terms takes place at the center of every control volume, while the viscous terms are centered as well. Explicit discretization is merged with a numerical implicit approximation that doesn’t have any limitation of stability to arrive at a steady-state solution with the fewest number of iterations. In the η direction, to solve the block penta diagonal system, a modified Thomas method with LU decomposition is employed, a line Gauss-Seidel relaxation technique is then used in the ζ direction. The method is iterative because the diagonally dominating system, a convergent steady solution can be produced in a relatively small number of time steps, each of which includes a backward-forward double sweep in the flow direction. Unbounded time step values can possibly be used with this technique. C.F.L greater than 15 have been used in numerical calculations. In this paper, we focus on presenting the results of the present study. However, for a detailed explanation of the numerical method used and the equations involved, we refer to the reference.

3. Findings and discussion

3.1 Boundary conditions and model validation

The study utilized a conical nozzle identical to those in Bensayah et al. and Cuffel et al. Prescribed total pressure and total temperature were applied at the inlet, with axisymmetric conditions maintained along the nozzle symmetry line. Initially, the walls were considered adiabatic for model validation, with subsequent modifications to wall conditions based on the specific case being studied. Figure 1(a) shows the axial distribution of computed and measured static pressure at various radial locations, demonstrating a significant radial variation in static pressure with a gradient that closely mirrors the axial static pressure gradient. Figure 1(b) shows that gas expands faster along the wall than the centerline, likely due to compressive turning of the flow, which is associated with static-pressure increase behind the tangent between the throat circular arc and the conical diverging portion in figure 1(a). Flow overturning near the wall is observed due to the flow’s ability to maintain high angular motion in the small curvature radius region near the throat. Consequently, the flow lines close to the wall slope towards the conical wall downstream. Mach number contours indicate the commencement of shock production associated with compressive twisting of the flow, with a weak oblique shock wave originating and propagating downstream, intersecting the centerline at x = 8 cm.
Table 1. Different test cases

<table>
<thead>
<tr>
<th>Case N°</th>
<th>Stagnation temperature</th>
<th>Stagnation pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>$T_0 = 843.33$ K</td>
<td>$P_0 = 5.18$ bar</td>
</tr>
<tr>
<td>Case 2</td>
<td>$T_0 = 572.22$ K</td>
<td>$P_0 = 17.49$ bar</td>
</tr>
<tr>
<td>Case 3</td>
<td>$T_0 = 835.00$ K</td>
<td>$P_0 = 3.08$ bar</td>
</tr>
</tbody>
</table>

3.2 Effects of specific heat ratio on separation and static wall pressure

This section aims to investigate the impact of specific heat ratio ($\gamma$) on separation position in the nozzle, as presented in Figure 2 based on the reference by Back et al. [5]. However, isolating the effect of specific heat ratio alone is challenging due to other variables such as specific heat and molar mass being involved.

To address this challenge, a cold temperature of 300K is used to eliminate the temperature dependence of specific heat. Additionally, a power law relationship ($\mu/\mu_0 = (T/T_0)^m$) is employed to mitigate viscosity effects. In Figure 2a, it can be observed that increasing the specific heat ratio results in a downstream shift in separation location. Nevertheless, drawing firm conclusions solely based on this observation remains insufficient due to the involvement of both specific heat and specific heat ratio.

To gain further insights into this matter, a comparison between air and N$_2$O gas is conducted since they have identical values for specific heat. Similar observations are made when comparing these gases, particularly with an increase in stagnation pressure. Moreover, Figure 2b demonstrates that decreasing the value of specific heat ratio leads to an increase in wall pressure, detailed information regarding the physical properties of gases is provided in Table 2.
### Table 2: Different gases physical properties

<table>
<thead>
<tr>
<th>Gas</th>
<th>$m$</th>
<th>$R [m^2 s^{-2} K^{-1}]$</th>
<th>$C_p [J Kg^{-1} K^{-1}]$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N$_2$O</td>
<td>0.89</td>
<td>189</td>
<td>798.6</td>
<td>1.31</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>0.87</td>
<td>518</td>
<td>2136.7</td>
<td>1.32</td>
</tr>
<tr>
<td>Cl$_2$</td>
<td>1</td>
<td>117</td>
<td>461.1</td>
<td>1.34</td>
</tr>
<tr>
<td>Air</td>
<td>0.67</td>
<td>287</td>
<td>1004.5</td>
<td>1.4</td>
</tr>
</tbody>
</table>

The effect of $\gamma$ on the position of the separation point is studied with gases that have $\gamma$ ranging from 1.3 for CH$_4$ to 1.66 for helium gas. The physical properties of the gases are variable ($c_p, \gamma, \mu, \lambda$).

![Fig. 3](image)

Fig. 3. (a) wall static pressure distribution, (b) effect of gas nature on the position of separation

The analysis of figure (3.a) well zoomed in, shows that the position of the boundary layer separation point moves upstream for increase $\gamma$, in other words, this position moves downstream for more $\gamma$ decreases. For more detail, the exact detachment point positions are shown in figure (3.b), the difference is significant between helium and CH$_4$ of about of 35%. These results show that the real physical quantities of $c_p, \gamma, \mu$ and the conductivity $\lambda$, have an important effect on the calculation of the good behavior of the dynamic and thermal boundary layer.

### 3.3 Effects of the wall temperature on wall pressure

![Fig. 4](image)

Fig. 4. (a) wall static pressure distribution, (b) Zoom on the separation region, Exp [5]
Figure 4a shows the normalized static wall pressure across the nozzle for various parameters, including chamber pressure and temperature (P₀, T₀), the ratio of specific heats γ, and wall temperature Tₜₛ. The turbulence model is validated against experimental data from Back et al. [5]. Figure 4b is a zoomed-in view of the separation region, highlighting the impact of the aforementioned parameters on both the wall pressure and separation points. The study also investigates the effect of wall temperature by considering three values (Tₜ₄/T₀ = 0.4, 0.5, and 0.6) corresponding to the experiment conducted by Back et al. [5].

The study shows that increasing the Tₜ₄ leads to an upstream shift in the separation point. However, when the Tₜ₄ wall temperature is too high (Tₜ₄/T₀ = 0.6), the separation point differs from the experimental result, likely because the temperature used in the simulation is higher than the experimental value of Tₜ₄/T₀ = 0.42 in the supersonic and near-separation regions. The impact of wall temperature on separation is still not clear in the literature, although some studies suggest that cold walls may result in wider separation due to a larger wall Mach number at the initial separation point. The present findings are consistent with the experimental results reported in [24] and differ from those in [25]. The results of Schmucker [25] contradict theories about the effect of wall temperature on separation, as a cooler wall is expected to result in a lower separation pressure ratio.

Fig. 5. (a) Different pressure distributions: (a) pressure at the initial point of the interaction region, (b) separation pressure versus the Dimensionless separation position, (c) pressure at the initial point of the interaction region versus the Dimensionless separation position, (d) the recovery factor

Figures (5.a), (5.b) and (5.c) show the same tendency of figure (4.b). An increase in the stagnation pressure leads to downstream displacement of the separation location. For identical chamber pressure, the separation position moves downstream when decreasing the wall temperature.

It can be seen that the findings with γ = 1.35 are significantly better; this value is in agreement with Vieser et al. [16] and Tong and Luke [17].

3.4 Effects of turbulent Prandtl number on wall heat transfer coefficient

Wall heat transfer coefficient h, given by h = qₖ/(Tₕₖ - Tₖ), is investigated in this part of the paper. For this purpose, Walls are considered to be adiabatic with a temperature Tₕₖ calculated as follows:

\[
\frac{Tₕₖ}{T₀} = \frac{1 + (r/2)(γ - 1)M^2}{1 + (0.5)(γ - 1)M^2}
\]
Where \( r \) is the temperature recovery factor. Figure (5.d) shows the recovery factor variation along the nozzle. As cited by [26], the recovery factor is dependent on a number of variables, near the wall, the recovery factor decreases upstream the nozzle throat and increases immediately downstream the throat, this behavior seems to be opposite to that of the heat transfer, as well as to the thermal conductivity and the specific heat. On the axis, this behavior is opposite due to the temperature decrease outside the boundary layer. The described behavior can be explained by a more pronounced relaxation outside of the boundary layer. The recovery factor is next taken as \( r = 0.89 \), the value was calculated using \( r = Pr^{1/3} \), for the hole simulation. The axial evolution of the wall heat transfer coefficient \( h \) for different Prandlt number value is presented in figure (6.a). The effect of the turbulent seems to be clear especially in the subsonic region where increasing the \( Pr_t \) number results in more important values of wall heat transfer coefficient \( h \).

The advanced remarks confirmed the ascertains of Xiao et al [14] and those of Sommer et al [27,15]. To shed more lights on the effect of the Prandlt number, the calculations are carried out using a variable \( Pr_t \) since a constant turbulent Prandlt number value no longer appropriate for the entire flow. The turbulent Prandlt number is now defined as [28]:

\[
P_{rt} = 0.67 \frac{1 + 0.67f}{1 + 0.5f} (1 + 0.167f)
\]

With

\[
\begin{align*}
f &= \min(R_t/3.72R_k, 1) \\
R_t &= k^2/(\varepsilon\mu), R_k = \sqrt{kyl/\mu}
\end{align*}
\]

Figure (8.a) shows the calculated turbulent Prandlt number while figure (8.b) displays the computed wall heat transfer coefficient \( h \) in both cases; using a fixed prandlt number value and using a variable value of the Prandlt number. Its clear that the subsonic region is less affected since just a small decrease of the Prandlt number can be observed in the boundary layer close to the wall. The major differences can be seen downstream, especially before the throat, where a steep decrease in the Prandlt number can be observed far-away from the wall. These differences start to vanish when moving downstream toward the divergent.

As shown before, the heat transfer coefficient \( h \) is a function of the three parameters: Adiabatic wall temperature, wall temperature and the heat transfer flux throw the wall.
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**Fig. 6.** (a) Heat transfer coefficient with different \( Pr_t \) values, (b) comparison of calculated adiabatic wall temperature against experimental data [5]

Figure (6.b) demonstrates strong agreement between the adiabatic wall temperature obtained from the computations and the experimental results presented by Back et al. (1963). This close correspondence between the two sets of data enables us to deduce that the variations in the heat transfer coefficient observed earlier can be attributed to differences in the wall temperature distribution and computed wall heat transfer.
The wall temperature for this case (case 1, see Table 1) is found to be varying over a range exceeding 100k, particularly in the critical throat region. Using the experimental wall temperature will correct the situation by lowering the observed heat transfer maximum by almost 30%.

Figure 7 shows the heat transfer coefficient distribution along the nozzle for case 1 using both calculated and prescribed recovery factor. Heat transfer coefficient exhibits a good agreement with experiment data [5] mainly in the subsonic region.

After that, the difference becomes important downstream the internal shock. It is worth to remind that the differences here come from several sources. First, it comes from the fixed wall temperature together with the computed wall heat transfer flux which involves itself many parameters among them; the specific heat which changes along the flow field. To the previous reasons, the accuracy of the turbulence model, when calculating the turbulent boundary layer growth in supersonic region, is added. In fact, the boundary layer growth in this region is strongly influenced by the internal shock wave shown in figure 7.
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**Fig. 7.** Heat transfer coefficient with different recovery factor configurations, Exp [5]

3.5 Effects of wall temperature and specific heat ratio on wall heat transfer coefficient

Decreasing the wall temperature leads the wall heat flux to slightly increase as shown in figure (9.a). This behavior can be ascribed to the dependence of the heat transfer flux on the difference of temperature between the wall temperature and the core flow temperature. The effects of specific heat ratio on the other hand, shown in figure (9.b), reveal an increase in the rate of the heat transfer flux as an answer of the immediate decrease of the specific heat ratio.

![Figure 8](image)

**Fig. 8.** (a) distribution of variable $Pr_t$, (b) Effect of $Pr_t$ variation on the distribution of wall heat flux
III. 3.6 Effects of chamber pressure and temperature

As reported by many researchers [6] [10], the heat transfer coefficient increases by increasing the chamber pressure figure (10.a). In fact, the coefficient of heat transfer increases due to the increase in mass flow (figure (10.b)) resulting from the increase of the total pressure $P_0$. As shown in figure (10.b), the maximum value of the heat transfer agrees very well with the one of the mass flow, this position is situated just upstream of the throat. The effect of increasing the chamber temperature are found to be less clear for low chamber pressure. Worth to be reported, the heat transfer coefficient is found to be decreasing when increasing temperature.

4. Conclusions

This computational work examined the effects of various effects significant parameters on both thermal and dynamic properties of flow in regenerative cooled-nozzle. The computed results revealed the following:

I. Nozzle with small radius of curvature ratio $rc/rth$ of 0.625 internal flow calculation indicated radial flow deviations, the throat Mach number was 1.4 at the wall is found to be greater than the value of 0.8 at the axis.

II. For the same configuration (nozzle geometry and stagnation temperature), the wall heat transfer coefficient

---

**Fig. 9.** effect of (a) the wall temperature and (b) specific heat ratio (gas nature), on the distribution of wall heat transfer coefficient, Exp [5]

**Fig. 10.** (a) effect of the stagnation pressure on the wall heat coefficient, (b) effect of stagnation pressure on the mass flux distribution at the edge of the boundary layer, Exp [5]
increases with increasing Reynolds number due to higher mass flow. The inlet stagnation pressure can be changed to control the Reynolds number.

III. The main consequence of changing the stagnation temperature is to change the mass flux. At higher stagnation pressures, heat transfer coefficients are expected to decrease with increasing stagnation temperature, although this trend is less clear at low stagnation pressures.

IV. The wall static pressure increases as $\gamma$ decreases, while the separation flow location moves upstream with increasing specific heat ratio $\gamma$.

V. The boundary layer structure and the specified wall temperature affect the heat transfer distribution in the diverging region, right downstream of the adverse pressure gradient.

VI. Upstream of the throat, where the mass flux is maximum, the heat-transfer coefficient is largest.

VII. The rate of heat transfer, the wall static pressure, and the separation flow location are all affected by the wall temperature.

In general, the qualitative agreement was pretty good in all cases. The acquired results indicate a high level of consistency with the existing experimental data. The simulations provide information on heat transfer rate and separation flow for a variety of configurations, as well as answers questions about the impact of some parameters that aren’t well discussed in the literature, such as the impact of wall temperature on separation position or the effect of stagnation temperature on heat transfer rate.

**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>Bradshow constant</td>
</tr>
<tr>
<td>$E$</td>
<td>Total energy</td>
</tr>
<tr>
<td>$P$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
</tr>
<tr>
<td>$R$</td>
<td>Gas constant</td>
</tr>
<tr>
<td>$S$</td>
<td>Scalar measure of strain tensor</td>
</tr>
<tr>
<td>$S_{ij}$</td>
<td>strain tensor</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Scalar measure of vorticity tensor</td>
</tr>
<tr>
<td>$\Omega_{ij}$</td>
<td>vorticity tensor</td>
</tr>
<tr>
<td>$\hat{\Omega}_{ij}$</td>
<td>Mean vorticity</td>
</tr>
<tr>
<td>$k$</td>
<td>Turbulence kinetic energy</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Specific dissipation rate [1/s]</td>
</tr>
<tr>
<td>$x_i, x_j$</td>
<td>Spatial coordinates</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Specific heat ratio</td>
</tr>
<tr>
<td>$r$</td>
<td>Radius, radial coordinate, recovery factor</td>
</tr>
<tr>
<td>$\mu_t$</td>
<td>Turbulent eddy viscosity</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Dynamic viscosity</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Specific heat at constant pressure</td>
</tr>
<tr>
<td>$C_v$</td>
<td>Specific heat at constant pressure</td>
</tr>
<tr>
<td>$u_i$</td>
<td>Mean velocities</td>
</tr>
<tr>
<td>$p_{rt}$</td>
<td>Turbulent Prandtl number</td>
</tr>
<tr>
<td>$h$</td>
<td>Heat transfer coefficient</td>
</tr>
<tr>
<td>$NPR$</td>
<td>Chamber to ambient pressure</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$F_1, F_2$</td>
<td>Auxiliary functions</td>
</tr>
<tr>
<td>$F_r$</td>
<td>Convective, viscous flux vector</td>
</tr>
<tr>
<td>$aw$</td>
<td>Adiabatic wall</td>
</tr>
<tr>
<td>$th$</td>
<td>Throat position</td>
</tr>
<tr>
<td>$0$</td>
<td>Nozzle entrance condition</td>
</tr>
<tr>
<td>$*$</td>
<td>Initial point at the interaction region</td>
</tr>
<tr>
<td>$Sep$</td>
<td>Separation position</td>
</tr>
<tr>
<td>$w$</td>
<td>Wall position</td>
</tr>
</tbody>
</table>
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