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Energy has an effective role in economic growth and development of 

societies. This paper is studying the impact of climate factors on 

performance of solar power plant using machine learning techniques for 

underlying relationship among factors that impact solar energy production 

and for forecasting monthly energy production. In this context this work 

provides two machine learning methods: Artificial Neural Network (ANN) 

for forecasting energy production and Decision Tree (DC) useful in 

understanding the relationships in energy production data. 

Both structures have horizontal irradiation, sunlight duration, average 

monthly air temperature, average maximal air temperature, average 

minimal air temperature and average monthly wind speed as inputs 

parameters and the energy production as output. Results have shown that 

used machine learning models perform effectively, ANN predicted the energy 

production of the PV power plant with a correlation coefficient (R) higher 

than 0.97.  

The results can help stakeholders in determining energy policy planning in 

order to overcome uncertainties associated with renewable energy 

resources. 
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1. Introduction 

Energy issues are a key factor for sustainable development. The solar energy is the largest and 

most important source of renewable energy [1]. This energy is clean, free and abundant in most places 

throughout the year [2]. On the other hand, a concern about the unpredictability and reliability of solar 

energy is one of the most challenging issues [3] in the planning and operation of energy systems.  

Solar energy have attracted the greatest attention in many application such as space heating, 

solar radiation prediction, electricity generation [4] and in recent decades it had big annual growth rate 

mainly because of technological innovation, improved cost effectiveness and government support. 

Solar energy and energy generated in PV power plant has been investigated in many literature 

researches. So, Ramsami and Oree [5] used the hybrid technique with conventional linear regression 

and ANN models for forecasting the 24-h energy output of PV system. Dumitru et al [6] also used 

ANN model and Elman neural network for forecasting energy production. The authors in [2] used 

ANN model to predict the clearness index, and used it for predicting global solar irradiation. Shen et al 



[7] anallyzed variation of global solar irradicance and how it influences the optimal tilt angle of grid 

connected PV power plants.  

Forecasting techniques based on type of inputs can be grouped as physical and statistical 

approaches [5]. While physical methods models are function of independent variables (cell 

temperature, cell characteristics …), statistical methods analyze historical dataset in forecasting. This 

methods use techniques such as ANN, regression analysis, time-series analysis etc. In the field of 

artificial intelligence, machine learning (ML) integrates statistics and computer science to build 

algorithms that get more efficient when they are subject to relevant data rather than being given 

specific instructions [7]. ML methods are best - known to be for achieving desired results in prediction 

tasks [8]. Maghraoui et al. [8] used ML algorithms for predicting mine energy consumption in order to 

determine the best model for a variety of users who must construct predictive models. Sharma et al. 

[9] used Support Vector Machine, Gaussian processes approaches, and the Adaptive Neuro-Fuzzy 

Inference System to assess the flexural strength of concrete that include waste marble. In [10], the 

authors used AN to predict the velocity of crude oil. Liyew and Melese [11] used machine learning 

techniques for daily rainfall forecasting. For measuring the performance they used Root mean squared 

error and Mean absolute Error methods. Results showed that the best ML algorithm in this case is 

Gradient Boosting machine learning algorithm. 

In this context, this work is investigating the energy forecasting using two machine learning 

algorithms: Artificial Neural Network (ANN) and Decision Tree (DC). Since climate change affects 

the yield of renewable energy systems (as well as solar energy) and due to the sensitivity toward 

environmental parameters, this research is analyzing some climatic factors and their impact on PV 

power output and uses them for forecasting energy from PV power plant. Both structures (ANN and 

DT) have six independent variables: horizontal irradiation, sunlight duration, average monthly air 

temperature, average maximal air temperature, average minimal air temperature and average monthly 

wind speed as inputs and the energy production as output. This dataset was collected on a monthly 

basis during the period of five years (from 2016 to 2020). For the experimental part of the research, 

MATLAB software was used along with its Classification Learner App. Classification Learner App is 

application for machine learning algorithms and contain tools for data visualization, regression, 

classification etc. The research had the benefit of this application by using it for modeling decision 

tree.  

2. Materials and methods 

The data set used in the present study use energy production data from power plant located in 

BiH, situated on the rooftop of one building. PV system consists of 980 255 W polycrystalline solar 

panels. The panels are fixed and inclined at an angle of 30ᴼ degree (the optimal inclination angle by 

the defined location is 35ᴼ but PV modules are built into an existing roof) of the south to the roof.  

Meteorological data: average monthly air temperature, average maximal air temperature, 

average minimal air temperature and average monthly wind speed were collected from the Republic 

Hydro-meteorological Institute of the Republic of Srpska. Photovoltaic geographical information 

system (PVGIS) provides us information on horizontal irradiation. Table number shows preliminary 

statistics evaluation of inputs for analyzed location. Table shows the stabile climate during the year on 

the analyzed location.  

Figure 1 shows the details of instrument for measurement of wind speed. 



  

 

 

 

 

 

 

 

 

Figure 1: Photograph of instrument that is used for measurement of wind speed 

 

Table 1: Preliminary statistical evaluation of inputs for analyzed location 

 
Range  

Minimum Maximum Mean StDev 

Horizontal irradiation [kWh/m
2
] 39.66 235.28 126.91 61.74 

Sunlight duration [h] 281.44 464.41 371.90 67.72 

Average monthly air temperature [°C] -0.65 24.56 13.07 7.20 

Average maximal air temperature [°C] 5.19 33.26 19.73 7.91 

Average minimal air temperature [°C] -5.17 16.55 7.31 6.19 

Average monthly wind speed [m/s] 1.14 3.37 2.30 0.55 

2.1. Machine learning models 

The main aspiration of Artificial Intelligence (AI) is to make computers imitate the human brain 

instead of blindly following instructions made by humans. To accomplish the required task, people use 

their own experience and knowledge with the aim of decision-making, and this is the main goal for 

which AI strives – to equip computers with intelligence. 

The widespread use of AI is a consequence of its applications for providing systems with the 

ability to automatically learn and predict from experience without programming [12]. A common 

name for all algorithms and applications of this kind, which have rapidly developed within the last 

years, is Machine Learning. Machine Learning algorithms extract patterns from prearranged dataset in 

order to make prediction for future and unseen data. The ultimate objective of ML is to find an 

algorithm that most precisely makes a prediction for the output using input from the future, and all this 

with a function that is trained on previously observed and known data. 

The main categorization of ML algorithms is into classes of supervised and unsupervised 

learning depending on whether the algorithm uses training data that are labeled or not i.e. whether the 

correct output is given or not, while reinforcement machine learning as the third category uses trial 

and estimate error to discover the best prediction model. 

The most widely used machine learning algorithms are Linear regression, Naïve Bayes, k-

Nearest Neighbors (k-NN), Support Vector Machines, Artificial Neural Networks (ANN) and 

Decision Trees. Although these are all supervised learning algorithms, they all have different 



mathematical backgrounds. Artificial Neural Networks is statistical model that discover complex 

relationships between input and output data by simulating processes among human brain cells. The 

probabilistic approach to ML with the utilization of Bayes theorem gives a Naïve Bayes classifier, best 

known for its application on text document classification [12]. The classification technique named k-

Nearest Neighbors (k-NN) identifies the nearest neighbors of every point in a dataset with the aim of 

determining the class of that point [13]. Support Vector Machines [14] are algorithms for determining 

the hyperplane in n-dimensional space with the intention of instances on each side of the hyperplane 

belonging to the same class. As dimension n is the number of features, for the case of three features 

the hyperplane in R
3
 is a plane. Linear regression is an algorithm based on statistical analysis which 

learns from training dataset predicting the relationship between two variables. For the unsupervised 

algorithms, the best known one is clustering. A cluster is a group of data with similar features and it is 

formed based on analysis of surrounding points in the dataset [15]. 

There is a wide spectrum of areas and applications of artificial intelligence and machine 

learning – from Expert Systems, Learning Systems, Fuzzy Logic, and Genetic Algorithms through 

Visual Perceptions, Tactility, Dexterity, Locomotion, and Navigation to Natural Languages, Speech 

Recognitions and Virtual Reality. In addition to its wide application, the main advantages of machine 

learning are automation, pattern recognition and efficiency in short time. Nevertheless, machine 

learning has disadvantages concerning input data accuracy, high error susceptibility and problems with 

the interpretation of results and limited resources. 

By considering the field of forecasting energy production, it is clear that the ANN has been 

successfully applied in recent years [16, 17] while decision trees became more and more popular tools 

[18]. In this study, these two machine learning models for prediction monthly solar energy production 

were developed and compared. The neural network models for predicting solar energy are promising 

and can be used for forecasting solar energy production for any region [6, 19]. For a presented ANN 

model, it was selected a number of neurons in the hidden layer, while the number of neurons in the 

input and output layers is fixed (6 for the input and 1 for the output layer). There are a lot of various 

factors that impact solar energy production – this paper is considering six of them. For such, 

multidimensional problems, ANN networks represent the best solution due to their applicability in 

finding non-linear dependencies in higher dimensions and cardinality.  On the other hand, decision 

trees proved to be very useful in grasping the underlying relationships among the factors that impact 

solar energy production and for selecting the most significant factor. 

In order to attain a better understanding of the proposed models, the next two sections are 

covering the detailed insight into decision trees and neural network algorithms, including decision tree 

construction and topology of neural networks. 

 

2.2.1 Decision tree 

Decision tree is one of the most common supervised machine learning techniques used for 

building the model to classify data into predefined class labels. For its simplicity and accuracy, it is 

widely used for prediction output based on the available data. Research has shown that decision tree is 

much better in prediction category data than forecasting numerical values [19]. Its application does not 

necessitate significant calculation understanding, but its main disadvantage is that it can lead to 

significant deviations between predictions and actual results [20]. It has a form of a tree-like flowchart 

in which nodes of the tree are the input parameters. Tree branches are values of the parameters. The 



leaves of the tree represent the output parameters depending on the input parameters. The root node, 

which is on the top of the tree, represents the sample (one data row of independent variable). Splitting 

is a process of dividing node into other nodes with a lower position in the tree according to some rule. 

Pruning is reverse process which eliminates some nodes from tree in order to prevent overfitting.  

The first prediction model Decision tree related the six independent variables to a single 

dependent variable. The model divided the output domain into three classes (under, average and 

above) which classify produced energy depending on whether produced energy was less, greater, or 

approximately equal to average production. Figure 2 utilizes a scatter plot to illustrate dependencies 

among Horizontal Irradiations and Average Monthly Air Temperature during the research period in 

which different dot colors indicate one of three classes of energy production. 

 

 

Figure 2: Scatter plot between the energy production and horizontal irradiation 

 

Confusion matrix was used to describe the performance of a decision tree classification model. 

The order of confusion matrix is  m×m where m is the number of classes, and each column and row 

shows the number of instances labeled as another class. Diagonal matrix elements represent the 

correctly classified number of instances. 

As a performance evaluation metrics and measures in a decision tree the following is commonly 

used:  
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where TP stands for true positives count, TN stands for true negative count, FP for false positive 

count and FN for false negative count. 

 

1.1.2 Artificial Neural Network 

ANN is a simplified mathematical representation of the biological neural network. They learn 

from examples, recognize a pattern in the data, adapt solutions over time, and process information 

rapidly [20]. They do not require any prior knowledge between inputs and output; they learn 

relationship between inputs and output [21]. ANNs consist of three layers: input, output and hidden 

layer. The number of neurons in input and output layer is equal to the number of input/output 

parameters while the number of hidden layers and number of neurons in hidden layers can be adjusted 

to finally get an optimum structure [22]. 

In this research ANNs are used to forecast the monthly PV production. A single hidden layer 

feed forward neural network with Levenberg-Marquardt algorithm is developed. The best results were 

obtained from the ANN model using the sigmoid activation function in the hidden layer and linear 

activation function in output layer. 

Before the training process, all the data have to be normalized. Various normalization methods 

are used for ANN to increase the reliability of the trained network [23]. In this research the 

normalization is applied as follows: 

min

max min

n

x x
x

x x

-
=

-
 (5) 

where xmax, xmin and xn represent the maximum, minimum and scaled values of the x data 

sample. Figure 3 shows the relationship between the energy production and sunlight duration and 

energy production and average monthly air temperature. 

 

Figure 3: Scatter plot between the energy production and a) Sunlight duration b) Average monthly air 

temperature 

In order to estimate PV energy production the subject of the analysis was ANN with a different 

number of neurons in hidden layer from 1 to 35. Parameters RMSE and R to attain minimum error 



were evaluated to assess the fitness of the implemented ANN.  Figure 4 shows that the minimum 

RMSE reached was 0.02 and this corresponding to the network with 11 neurons in hidden layer. The 

RMSE at any other network structure was higher. This neural network also had the best regression 

value R = 0.99. 

 

 

Figure 4: Number of neurons vs RMSE 

3. Results and discussion 

Figure 5 shows a pruned decision tree on energy production. As depicted in the Figure 4, the 

most significant independent variable for forecasting energy production is horizontal irradiation, 

which gives us the first split. The classification algorithm estimated that the most important 

independent variables are horizontal irradiation, average monthly wind speed and average maximal air 

temperature. The nodes that represent other independent variables from dataset are pruned.  

Decision tree model for forecasting energy production gained accuracy of 66.7%, with the error 

rate 0.334, mean square error 0.4834 and RMSE 0.6952. It is allowed maximal 100 splits with gini 

index for splitting the data. 

 

 

Figure 5: Pruned decision tree for classification energy production 



The confusion matrix illustrated on Figure 6 reflects the correctly classified instances and the 

misclassification of the energy production. It can conclude that: 

- From the total of 25 instances with the value of UNDER, the decision tree has correctly 

classified 19 (76%) instances, 5 (20%) misclassified as AVERAGE and 1 (4%) as ABOVE. 

- From the total of 13 instances with the value of AVERAGE, the decision tree has correctly 

classified 8 (62%) instances, 2 (15%) misclassified as UNDER and 3 (23%) as ABOVE. 

- From the total of 22 instances with the value of ABOVE, the decision tree has correctly 

classified 13 (59%) instances, 2 (9%) misclassified as UNDER and 7 (32%) as AVERAGE. 

 

 

Figure 6: Confusion matrix for decision tree 

The graphic in figure 7 shows the calculated produced energy versus actual energy of ANN 

model. It is clear that the observed data almost entirely overlap with the predicted data for training 

dataset.  

 

 

Figure 7: a) Predictive vs Observed Energy – training data, b) Predicted vs Observed Energy – test 

data 

 

In order to evaluate the grade of the prediction of machine learning algorithms for prediction of 

monthly energy production, a set of evaluation criteria can be used. The Correlation coefficient (R) 

and root mean square error (RMSE) are statistics used for the ANN. For the quantification of the 



model performance for Decision tree it is commonly used mean square error (MSE), accuracy, 

precision and the recall of the model. 

The method of mean square error (MSE) is valuable for making comparison among models and 

measures the sum of errors. 

( )
2

1

1 n

i jMSE d y
n

= -ĺ  (6) 

The root mean square error (RMSE) is measuring the efficiency of model in predicting future 

individual values: 
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2

1
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Correlation coefficient (R) is measure that indicates the association degree between variables 

[24]: 
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In equations (6) – (8)  di and yj are actual and predicted output values respectively and n 

represents the number of samples. Models with smaller MSE and RMSE indicate the high quality of 

the algorithm. In general, the best value for R is 1 which indicates the high performance of model [4].  

Table 2 shows complete measure of performance of the decision tree by the three classes, as 

well as weighted metrics. The rate which gives a measure of how often wrongly classify some class 

into another one is the weighted true positive rate of the model (recall) and its value for the model is 

0.68. In addition, a weighted false negative rate is calculated and its value is 0.33. The precision of the 

model (by class and weighted) carries the information of how often is correct in positive prediction – 

weighted prediction for this classifier is 0.72. 

Table 2: Detailed accuracy of the decision tree (by class and weighted) 

Model\Measure 
True Pos. 

Rate (Recall) 
False Neg. Rate Precision 

Accuracy of 

the classifier 
Class 

Decision tree 

0.76 0.24 0.83  under 

0.62 0.38 0.40  average 

0.59 0.41 0.76  above 

0.68 0.33 0.72 0.667 WEIGHTED 

 

Table 3. shows the results of the ANN model for the training, testing and validation phases. 

Regarding the correlation (R), model approximates energy with a higher accuracy.  

 

Table 3: Performance results for ANN model 

Model Measure 
Datasets 

Testing  Validation  Training  

Neural Network 

      (6-11-1) 

R 0.9647 0.9773 0.9998 

RMSE 0.1032 0.0612 0.0063 



4. Conclusion 

There is an increasing interest in estimating energy production, especially in forecasting 

renewable energy production such as solar energy. Since machine learning methods have a high 

accuracy, short computing time, they do not need an experiment to figure out the input/output relation 

- they are widely used in renewable energy planning applications. 

In this research, application of two machine learning methods, ANN and DC for modeling solar 

PV energy production have been used. Both models have six variables as inputs and one as output. 

The developed Decision tree model is categorical - six independent variables are referred to as 

predictor variables, and the target variable is under, average and above classes of produced energy. 

Compared to other machine learning algorithms (as well as the ANN presented in this study), the 

Decision tree classifier is more efficient and it requires less training time.  Nevertheless, it is less 

accurate than a ANN. Its error rate is 0.333 and MSE is 0.4834 which is far higher than MSE in the 

ANN. ANN model is based on the feed forward neural network with a single hidden layer feed 

forward neural network using Levenberg-Marquardt algorithm and with 11 neurons in hidden layer.  

The results indicate that the both machine learning methods have the ability to predict the 

monthly energy production with great accuracy and short computational time, but ANN has better 

results. These results can be used for effective preliminary energy planning and algorithms like this 

can play a significant role concerning energy planning methods. 

Future scope of the work 

This work investigates the influence of some climatic factors on the energy production in PV 

power plants. Photovoltaic industry is developing rapidly and the share of energy produced in PV 

power plants in the total energy production is becoming more and more significant year by year. With 

artificial intelligence and machine learning tools constantly developing, new possibilities for 

forecasting solar energy became available. 

The investigation carried out in this paper could be extended in more than one direction. To 

avoid overfitting which is characteristic of decision trees and generally gain better accuracy, a random 

decision forest could be incorporated into solar energy prediction. For reference, see study [25]. 

The available studies also suggestes that future research could exaimine some hybrid systems 

which incorporates the features of both a DT and ANN. In this case, DT will be used for the selection 

of the most relevant factors for accurate prediction of solar energy production, afterwhile ANN will 

make a prediction using as input parameters DC results. One similar machine learning models 

combination could be found in [26]. 

The model presented in this research could be improved if, apart from analyzed climatic factors, 

in the future, includes some other factors like pressure, humidity, wind direction, etc. Besides, the 

parameters, topologies, and architecture of ANN could be varied, and the accuracy metrics analyzed 

and compared afterward. 

 

Nomenclature 

AI – Artificial Intelligence 

ANN - Artificial neural networks 



DC - Decision Tree  

PV – Photovoltaic 

MSE - Mean Square Error 

RMSE - Root Mean Square Error 

R - Correlation coefficient 
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