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This paper aimed to compare the multi-layer perceptron as an artificial neural 
network and the decision tree model for predicting OPEC crude oil production. 
Machine learning is about designing algorithms that automatically extract valu-
able information from data, and it has seen many success stories. The accuracy 
of these two models was assessed using symmetric mean absolute percentage er-
rors, mean absolute scaled errors, and mean absolute percentage errors. 
Achieved were the OPEC crude oil production's maximum projected figures. The 
OPEC crude oil output was also represented by certain descriptive scales and 
graphs; A comparison was made between the results and the earlier results ac-
quired by the others after the study of the association between the variables re-
vealed statistical significance.  
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Introduction 

A recent study uses the ANN approach to create prediction models for dependent 

variables, to enhance the prediction model for OPEC crude oil production use of ANN tech-

niques was investigated. The prediction model based on an ANN reduces operational expens-

es and experiment time in research of the analysis of the adsorption behavior of nonionic and 

anionic individual surfactants. In comparison to the binary model, it also provides accurate 

forecasts.  

The numerous models that were employed in earlier works on earnings prediction 

are summarized in this section. [1] reviews the significant interest in firm valuation and fun-

damental analysis that has been shown by earlier scholars in his capital markets study. He 

_____________ 
*Corresponding author, e mail: haalrahim@pnu.edu.sa 



Abdulrahim, H., et al.: Machine Learning Models to Prediction OPEC … 
S438 THERMAL SCIENCE: Year 2022, Vol. 26, Special Issue 1, pp. S437-S443 

concluded that these kinds of accounting tests would be helpful in comprehending corporate 

finance and capital market investment decisions. Therefore, numerous studies that concentrate 

on conducting empirical experiments to forecast earnings from fundamental data have been 

published. One of the most popularly used techniques for predicting oil field production [2] is 

the Arps decline model. The Arps decline model's predictions, meanwhile, are not perfect. In 

[3], this research used a long-short-term memory (LSTM) network and a gate recurrent unit 

(GRU) to forecast oil output. Using several data variables, these models forecast oil well pro-

duction. The created method considers time series and can deal with nonlinear problems. 

Based on a case study of the two numerical models applied to data acquired from actual oil-

fields in China and India, the LSTM and GRU were utilized to estimate oil production. The 

results show that, given different input parameters, LSTM and GRU both have advantages 

that make them effective approaches for dynamic prediction of oil well production. These 

strategies are useful and have the potential to be used as a quick and real-time auxiliary basis 

for planning oil well production [4]. In this paper, the goal of identifying the most advanta-

geous lag in the crude oil price data is given to an artificial neural network model. The fore-

cast is correct up until a significant and abrupt change in the actual data, at which point it 

becomes difficult to anticipate the precise new price associated with the change. However, the 

suggested model has effectively taken into account these trends. The outcome is displayed in 

the figures. This research [5] concentrated on predicting Saybolt color, which is critical for 

gauging the quality of petroleum products and determining the next step in the process. As 

inputs, density, kinematic viscosity at 20 °C, sulfur concentration, cetane index, and total acid 

count were utilized to develop an ANN model with good accuracy in predicting Saybolt color. 

Artificial neural network methods 

Multilayer perceptron 

A multilayer perceptron (MLP), a type of ANN, produces a set of outputs based on a 

set of inputs. The MLP approach connects a set of dependent variables to a set of predictor 

attributes, producing prediction models for those variables [6, 7]. The goal of this study's 

authors [8] was to accelerate the estimation of oil and gas production. They did this by using 

ML and DL approaches. Several transform functions were added to the models in order to 

transform the data. The following are the main findings of our investigation [9]. The authors 

obtained the highest results using ANN, XGBoost, and RNN, with mean R
2
 values for oil, 

gas, and water of 0.9627, 0.9012, and 0.926, respectively. The authors discovered that, 

whereas the other algorithms performed better with the bespoke dataset, ML methods fared 

best using the default dataset. Some approaches, such as SVR with a mean R
2
 of 0.9014, pro-

duced more significant results if the data were standardized prior to the experiment. However, 

some methods, such as RFR with a mean R
2
 of 0.8848, did better with a pure dataset. Normal-

izing the dataset did not yield good results for either the default or custom datasets; instead, 

pure and standardized data performed better. 

After experimenting with the dataset and examining the findings for each selected 

method, it is impossible to say that these are the authors' best results. There is still a great deal 

of room for development to achieve even better outcomes by experimenting with other strate-

gies or a combination of techniques. Non-etheless, given the issue's difficulty, the results we 

obtained are satisfactory. A specific method known as continuous backpropagation is fre-

quently used to train layered networks known as MLP [10]. The input (the first) layer, the 

hidden (concealed) layer, and the layer of output are the three node layers that comprise an 
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MLP network [8]. To evenly distribute the input patterns, a synthetic neural network tech-

nique involves changing the weights for a particular training set [11]. The weights are deter-

mined throughout the network's learning phase. Three stages are necessary for network train-

ing during the learning phase: feedforward of the input training, error computation, and 

weight calculation. Following training, the network may produce results quickly. 

Decision tree 

A decision support tool called a decision tree employs a model that resembles deci-

sions and their anticipated results [12] such as event outcomes, resource costs, and tool costs. 

An algorithm that only uses conditional controls can be shown in one method like this. The 

use of decision trees in machine learning is frequent. A test on an attribute is represented by 

each internal node, and each branch shows the outcome of the test [13, 14]. A class label sheet 

is represented by each node (the decision taken after calculating all attributes). The categori-

zation rules are represented by the pathways from the root to the sheet. 

The CHAID and exhaustive CHAID algorithms 

Exhaustive CHAID was developed by Ritschard [15]. The CHAID algorithm is a 

modified version of the CHAID decision-tree method. [16] to make up for some of the short-

comings of the latter. Exhaustive CHAID differs from conventional CHAID in that it consid-

ers all potential splits on each node and continues splitting even after the best split has been 

found. There are only two subcategories left after merging all of the predictor variable's cate-

gories. The three main steps are merging, stopping, and dividing [17] to make up for some of 

the shortcomings of the latter. Exhaustive CHAID differs from conventional CHAID in that it 

considers all potential splits on each node and continues splitting even after the best split has 

been found [18]. There are only two subcategories left after merging all of the predictor vari-

able's categories. Merging, splitting, and stopping are its three essential processes. These pro-

cesses are repeated on each node in a decision tree, starting with the root node [17]. 

The CHAID algorithm  

The next algorithm only takes categorical predictors that are nominal or ordinal [19]. 

Prior to applying the following procedure, continuous predictors are converted into ordinal 

predictors [20]. 

For a given set of breakpoints a1, a2,…,ak-1. A given x map it to category C(x) as fol-

lows (in ascending order ): 
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desired number of bins, the breakpoint point is computed. Do a rank calculation for x. The 

ranks are computed while factoring in frequency weights. The average rank is used if there 
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where [x] denotes the lower integer of x. 

If IK is not empty ik = max{i: i ÎIk} 

The breakpoints are configured to correspond to the x values of the, except the 

greatest. 

The next algorithm only takes categorical predictors that are nominal or ordinal. Pri-

or to applying the following procedure, continuous predictors are converted into ordinal pre-

dictors. 

A given x mapped into category C(x) in the following manner for a given set of 

breakpoints a1, a2,.., ak–1, (in increasing order). 

The breakpoint is calculated as follows if k is the desired number of bins. 

Do a rank calculation for x. The ranks are calculated using frequency weights. If 

there are ties, the average rank is used, calculated using frequency weights. If there are ties, 

the average rank is used. Write the rank and corresponding values in ascending order, as the 

floor integer of x is denoted by the term set for k = 0 to (k – 1). should not be empty. The 

breakpoints are configured to correspond to the respective x values. 

The accuracy measurement 

To assess the forecast's accuracy, we employed the symmetric mean absolute per-

centage error (sMAPE), mean absolute scaled error (MASE), and mean absolute percentage 

error (MAPE). The formulas below can be used to determine sMAPE, MASE, and MAPE 

[21, 22]: 
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Numerical results 

To classify and predict the OPEC crude oil production based on historical from 

OPEC annual report from 1970 to 2017 data [23] we create a decision tree and multi-layer 

perceptron. 

 

 

 

 

 

 

 

 

 

 

Figure 1. The graph depicts the time 
series of OPEC crude oil production 
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Decision tree 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Multi-layer perceptron 
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The accuracy measurements 

 

 

 

 

 

 

Table 1. Case processing summary 

Case processing summary 

  
N % 

Sample Training 24 51.1 

 
Testing 23 48.9 

Valid 
 

47 100.0 

Excluded 
 

2 
 

Total 
 

49 
 

Table 2. Show the accuracy measurements 

 Multi-layer perceptron Decision tree 

SMAPE 0.007118118 0.021889569 

MSE 0.031140986 0.111897868 

MAPE 0.00753731 0.026425463 

Figure 2. Structure of a training sample        Figure 3. Structure of a testing sample 

decision tree with two nodes                            decision tree with two nodes 

Figure 4. Shows the hidden layer activation function is hyperbolic tangent and 

the output layer activation function is identity 
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Conclusions 

In this study, decision trees and ANN models are utilized to predict OPEC crude oil 

production using a machine learning approach. Divide the data by 50.1% for training and 

49.9% for testing in the decision tree model as the best option, see tab. 1. The decision tree 

structure, which has two nodes for the testing sample and the training sample, is shown in 

figs. 1 and 2. Node one had a mean of 1499.4, and node two had a mean of 2050.408 for the 

training sample. Node one had a mean of 15700.333, and node two had a mean of 20578.765 

for the testing sample. In fig. 3, there are no numbers or weights associated with the lines 

linking the nodes. Rather, the color and width of these lines instead represent their weights; 

thick lines indicate a weight that considerably deviates from zero and are colored blue when 

they do so and grey when they do not. The output layer's two nodes, which stand for comple-

tion and non-completion, contain bias boxes that are designed to correct systematic prediction 

errors. The activation function is hyperbolic tangent and the output layer activation function is 

identity in fig. 4. Table 2 shows that the outcomes of the simulation study demonstrate the 

efficacy of the ANN model's data selection strategy. 
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