
Dagistanli, O. et al.: Solar Irradiation Forecast by Deep Learning Arthitectures 
THERMAL SCIENCE: Year 2022, Vol. 26, No. 4A, pp. 2895-2906 2895

SOLAR  IRRADIATION  FORECAST 
BY  DEEP  LEARNING  ARCHITECTURES

by

Omer DAGISTANLI a, Hasan ERBAY b,  
Ahmet Hasim YURTTAKAL c, and Hakan KOR d*

a Department of Computer Technology, Bogazliyan Vocational School,  
Yozgat Bozok University, Yozgat, Turkey 

b Computer Engineering Department, Engineering Faculty,  
University of Turkish Aeronautical Association, Etimesgut Ankara, Turkey 

c Computer Engineering Department, Engineering Faculty,  
Afyon Kocatepe University, Erenler Afyon, Turkey 

d Department of Computer Engineering, Engineering Faculty,  
Hitit University, Corum, Turkey 

Original scientific paper 
https://doi.org/10.2298/TSCI2204895D

Global solar irradiation data is a crucial component to measure solar energy po-
tential when we plan, size, and design solar photovoltaic fields. Often, due to the 
absence of measuring equipment at meteorological stations, data for the place of 
interest are not available. However, solar irradiation can be estimated by ordinary 
meteorological data such as humidity, and air temperature. Herein we propose 
two different deep learning methods, one based on a deep neural network regres-
sion and the other based on multivariate long short term memory unit networks, 
to estimate solar irradiation at given locations. Validation criteria include mean 
absolute error, mean squared error, and coefficient of determination (R2 value). 
According to the simulation results, multivariate long short term memory unit net-
works performs slightly better than deep neural network. Even though both have 
very close R2 values, multivariate long short term memory’s R2 values are more 
consistent. The same is true for mean squared error and mean absolute error.
Key words: solar irradiation, deep learning, estimation

Introduction

The term energy personality refers to the daily activities of individuals related to en-
ergy consumption. According to Opower [1], a Virginia-based company, there are five energy 
personalities that represent five separate lifestyles people tend to pursue, including Daytimers, 
Evening Peakers, Steady Eddies, Night Owl, and Twin Peaks. The company works with energy 
firms to help them better connect with their customers and potentially change their custom-
ers’ behavior. Based on individuals’ energy personalities, the company suggests some energy 
efficiency programs to save money and to reduce energy use. The adoption of sustainable en-
ergy technologies by people is seen as one of the biggest factors that will ensure sustainable 
development. Sunlight is one of the most important sustainable and renewable energy sources  
[2, 3]. Today, it is known that academic studies have been conducted on the effects of individ-
uals’ personality traits on career choice, academic success, social communication and energy 
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usage habits [4, 5]. In addition, governments are investing in green technologies such as solar 
cells, smart lamps, and electric vehicles to achieve a cleaner and healthier environment. More-
over, worldwide energy consumption, especially electricity consumption, continues to increase 
faster than ever before. Electricity consumption occupies the leading position among others. On 
the other hand, global energy demand is expected to reach about 660 quadrillions BTU in 2050, 
up 15% increase compared to 2019. Among electricity demand is supplied primarily by wind, 
solar, natural gas-fired generation, and nuclear. Governments encourage companies to generate 
electricity from renewables including hydro power, wind, and solar power system. Solar irradi-
ation values are crucial when we plan solar power systems. Moreover, architects utilize solar ir-
radiance when they design cooling and passive heating systems for buildings. There are various 
components of solar irradiance such as global horizontal irradiance (GHI), diffused horizontal 
irradiance (DHI), and direct normal irradiance (DNI). The GHI value is of particular interest to 
photovoltaic installations. The GHI represents the total solar radiation incident on a horizontal 
surface. So, solar power firms use Solar GHI value to compute flat-panel photovoltaic output. 
The GHI value is determined:

cosGHI DNI DHIθ= × + (1)
where θ is the solar zenith angle (SZA), which is the angle between the local zenith (that is just 
above the point on the ground) to the line of sight from that point to the Sun. It can be calculated 
by using:

cos sin sin  cos cos  cosθ δ φ δ φ ω= + (2)
where δ is the declination of the Sun, ω – the 
hour angle, and φ – the latitude (characterized 
as a positive value in the northern hemisphere). 
The latter is a measure of local time, that is, 
defined as the angle the Earth must rotate to 
bring the meridian of the observatory directly 
under the Sun. Solar declination is a function 
of the day of the year and it is independent of 
location. Its value ranges from 23° 27′ on June 
21 to 23° 27′ on December 22. See fig. 1 for 
visual explanation. 

On the other hand, the introduction of 
deep learning in the artificial intelligence field 
along with advances in computational power 

led computerized decision systems to spread diverge fields, such as medicine [6], agriculture 
[7], and [8, 9]. Regarding the content of the current study, different approaches such as fuzzy 
model, artificial neural network, regression model, empiric model, and long short term memory 
(LSTM) unit network are used for solar irradiance predictions [10]. Using the LSTM to model 
hourly irradiance data not only captures the dependence between consecutive hours of the same 
day but long-term (e.g. seasonal) behavior can be learned. Once the LSTM network is trained 
and tuned, it can be used to estimate daily solar irradiance values using weather forecasts [11, 
12]. Herein, two models are proposed to predict solar irradiance’s components by utilizing ordi-
nary meteorological data such as humidity, wind, cloudiness, and air temperature at certain loca-
tions. One model is based on deep neural network regression (DNN) while the other is based on 
multivariate long short term memory (M-LSTM) unit networks. The simulation results indicate 
that both DNN and M-LSTM produce strong results, but M-LSTM performs slightly better than 

Figure 1. Diffuse irradiance and  
direct irradiance
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DNN. For the test set, the R2 values for the triplet (Clearsky DHI, Clearsky DNI, Clearsky GHI) 
are (0.948, 0.987, and 0.999) relative to DNN and (0.987, 0.989, and 0.988) relative to M-LSTM. 
As can be seen, the R2 values of M-LSTM are more consistent compared to DNN ranging from  
0.948-0.999. Similar observation is true for both mean absolute error, mean squared error. 

Related studies

Increasing demand for solar energy requires accurate solar resource estimation op-
timize energy management and grid operation. Observational models are widely used for es-
timating solar radiation over a short-term time period ranging from five minutes to six hours 
[13]. The simplest form of these models, which takes advantage of the time persistence of a 
variable, has often been accepted as a reference for evaluating more advanced models [14]. Ma-
chine learning models and statistical techniques are used to improve solar radiation prediction  
[15-17]. Most such models are based on statistical relationships between prediction and ob-
servation, with empirically determined weights that are difficult to interpret in a clear physical 
sense. Moreover, although different attempts have been made to extract DNI or DHI, observa-
tional models are generally limited to estimating GHI [18-20].

 Solar resource assessments can be performed with a combination of ground-based 
and satellite-derived weather data. Optimally, correlating satellite and ground-based weather 
data with photovoltaic system performance requires knowledge of four different quantities: 
GHI, DNI, DHI, and plane of array (POA) radiation. High accuracy instrumentation measure 
all four quantities can be used in weather stations for utility scale projects [21].

Gustafson et al. [22] used two models to estimate DNI for solar concentration or 
tracking photovoltaic applications. The first of these are broadband luminescence models that 
predict DNI under open skies from atmospheric data. Second, the methods used to extract DNI 
from spherical GHI. While the second model has had multiple validation studies, the first has 
only been evaluated in a dozen or less local studies, mostly in the US [23, 24]. Finally, a global 
validation of the REST2 direct radiation model is recommended against both GHI and DNI at 
more than 100 locations worldwide. 

In their study, Liu et al. [25] studied four new physics-informed models to predict 
GHI, DNI, and DHI in a similar way. Ten years of measurements (1998-2014) at the US Depart-
ment of Energy’s Atmospheric Radiation Measurement (ARM) Southern Great Plains (SGP) 
Central Facility site were used to evaluate the performance of new models. Simple and smart 
continuity models improve forecast accuracy with lead times from 1.25-6 hours. It has been 
stated that the best model for estimating different radiative components is The relationship 
between solar radiation and cloud properties. 

Accurate estimation of solar energy is of great importance for photovoltaic based 
power plants. Srivastava and Lessmann [see in 26] use LSTM as the estimation method in their 
study. Data were collected by remote sensing in 21 different locations, 16 in Europe and five 
in the USA. The results showed that the LSTM was more successful than other models with a 
52.2% success rate. 

Pazikadin et al., [27] also estimate solar energy production in their study. They apply 
artifical neural network (ANN) in this study. His publications from February 1, 2014 to Febru-
ary 1, 2019 are examined. Selected articles were obtained from the databases of Direct Science, 
IEEE Xplore, Google Scholar, MDPI, and Scopus. The study showed that the use of ANN has 
increased in publications on solar power generation, and again, the use of hybrid ANN has re-
vealed the argument that it is more successful than individual models. 
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In a study by Zang et al., [28] they also discussed solar radiation estimation with a 
spatio-temporal correlation model based on deep learning. First of all, convolutional neural 
network (CNN) was applied to the meteorological parameters related to the targeted region and 
its neighbors in the study. Then, LSTM was applied to the past solar radiation series data. The 
LSTM is for the extraction of temporal features. The space-time relationship is combined to 
predict spherical horizontal radiation. The results determined that the proposed hybrid model 
has advantages over other models. Benali et al. [29] also compare the three components of solar 
radiation with memorability, ANN, and random forest algoritma in estimating the radial hori-
zontal, ray normal and bright horizontal values. The aim is to estimate hourly solar irradiance 
for the time periods h + 1 to h + 6. The random forest (RF) method produces the most successful 
result. Compared to ANN and smart persistence (SP), the RF usage prediction horizon increas-
es. However, Verbois at al. [30] propose a new method for estimating solar radiation. This 
method uses principal component analysis to combine a High Resolution medium scale numer-
ical weather prediction (NWP) model with a quantile gradient boosting algorithm (QGB). For 
this process, the Lasso (lasso) model and the analog ensemble (AnEn) model are the methods 
used as a comparison. The study determined that the newly proposed model, the QGB model, 
was at least as successful as the Lasso model and less biased. It has also been shown in the study 
that QGB is at least as competitive as AnEn. 

On the other hand, investments in renewable energy facilities significantly reduce GHG 
emissions. These investments are also influenced by individual psychological factors. In their 
study, Busic-Sontic et al. [31] try to determine whether the household’s investment in renewable 
energy facilities is related to the big five personality traits with the data obtained from the German 
Socio-Economic Panel (N = 3.468). By using a representative sample in Germany, it has been 
tried to determine how the personality traits that reduce the environmental impact have a relation-
ship with the houses with RES. In the study, openness and neuroticism were found to have a weak 
positive link with renewable energy facilities through the environmental concern channel, while 
extraversion had a weak negative link. 

In addition, improvements in forecasting could limit the impact of fluctuations in solar 
power generation, especially on cloudy days. Achleitner et al. [32] propose the detection system 
SIPS, which uses wireless sensor networks (WSN) to detect solar radiation in solar power gen-
eration prediction. The study evaluates the findings of a hierarchical WSN system consisting of 
19 TelosB nodes with solar radiation sensors and five MicaZ nodes with GPS cards placed near 
a on 1 MW solar array. Using SIPS data, the success of different forecasting methods has been 
tested and the existence of spatio-temporal cross-correlation between sensor node readings and 
solar array output power has been determined.

Materials and methods

Solar irradiance

Solar irradiation represents the amount of electromagnetic radiation received from the sun 
per unit area, namely, the amount of the Sun’s power detected by a measuring instrument. When 
the data is measured over time, the information is called solar irradiation. The solar irradiance data 
varies depending on how far the object is from the Sun, the angle of the Sun, and the solar cycle, that 
is, the change in the Sun’s appearance and activity every 11 years. Solar irradiance, in addition plan-
ning solar power systems and designing passive heating and cooling systems for buildings, plays a 
key role in climate modelling and weather forecasting. Scientists combine irradiation data with other 
quantitative measurements to answer the relationship between them and develop predictive models. 
Below we describe the main quantitative measurements in solar irradiance.
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Global horizontal irradiance. The GHI is the total amount of shortwave radiation 
received from above by a surface which is horizontal to the ground. The value is of particular 
interest to photovoltaic installations. It is the most important parameter for calculation of pho-
tovoltaic electricity yield.

Direct normal irradiance. The DNI is the amount of light that is coming perpendicular 
to surface. The surface here represents ground or something parallel to ground. This type of 
irradiance belongs to rays that come in a straight line from the direction of the Sun at its current 
position in the sky. This quantity is of particular interest to concentrating solar thermal installa-
tions and installations that track the position of the Sun. Solar collectors, panels maximize this 
DHI by means of tilting or rotating with angle of Sun.

Diffused horizontal irradiance: The DHI is the solar radiation that does not arrive on 
a direct path from the Sun, but has been scattered by clouds and particles in the atmosphere and 
comes equally from all directions. As a footnote, here is the correct place to mention that solar 
energy companies utilize Solar GHI to compute flat-panel photovoltaic output. Equation one 
describes GHI in terms of DNI and DHI.

Dataset

The dataset used in the experiment was first presented in a challenge organized by 
an Indian multinational company providing information technology, consultancy, and business 
process services. It is open access under a creative commons (CCO) license on the Kaggle 
platform, a community of data scientists and machine learning practitioners [33]. The dataset 
consists of 175296 rows and 18 columns. The dataset characterization is given in tab. 1.

Table 1. The dataset characterization
Features Values

Year 2009-2018
Month 1-12
Day 1-31
Hour 0-23
Minute 0-30
Temperature –9-40 °C
Clearsky DHI 0-565 w/m2

Clearsky DNI 0-1040 w/m2

Clearsky GHI 0-1063 w/m2

Cloudtype
0 – Clear, 1 – Probably clear, 2 – Fog, 3 – Water, 4 – Super-cooled water,  

5 – Mixed, 6 – Opaque ice, 7 – Cirrus, 8 – Over lapping, 9 – Overshooting, 
10 – Unknown, 11 – Dust, 12 – Smoke, 15 – N/A

Dew point –17-26.9

Fill flag 0 – N/A, 1 – Missing image, 2 – Low irradiance, 3 – Exceeds clearsky,  
4 – Missing cloud properties, 5 –Rayleigh violation

Relative humidity 7.19-100%
SZA degree 8.55-171.55°
Pressure 970-1024 mbar
Precipitable water 0.122-7.70 cm
Wind direction degrees 0-360°
Wind speed 0-12.9 m/s
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Models

Within the scope of the study, we developed two models based on DNN and M-LSTM 
architectures. This subsection briefly describes the structure of these base architectures.

Deep neural network regression

The purpose of DNN is to calculate the convergence of a function f(x). For an exam-
ple regression model, input x is passed to the value y using y = f(x). The feedforward network 
is defined by the formula y = f(x, w). Learns the weight parameter w which provides the best 
approximation. The output of the model has no feedback links fed into it. The model consists of 
functions linked like a chain, f(x) = z3{z2[z1(x)]}. In this case, z1 is the input layer of the network, 
z2 is the hidden layer, and z3 is the output layer of the network. The number of hidden layers 
gives the depth of the model. This is where the concept of depth in a DNN comes from [34]. 
The DNN structure employed in the current study is given in the fig. 2.

Figure 2. The DNN

Multivariate long short term memory unit networks

The traditional LSTM networks are examples of recurrent neural networks and are 
capable of learning order dependence in sequence prediction problems, making them fa-
vorable in time series problems. Hochreiter and Schmidhuber [11] introduced LSTM as a 
solution the vanishing gradient problem by letting LSTM units allow gradients to flow un-
changed. The LSTM addresses the long-term dependency problem. The core ingredients of 

an LSTM network are a sequence input layer 
and an LSTM layer. The sequence input lay-
er inputs sequence data into the network, but 
the LSTM layer learns long-term dependen-
cies between the steps of sequence data. The 
LSTM layers are equipped with gating mech-
anisms controlling the memorizing process, 
where information can be stored, written, or 
read via gates that open and close. The LSTM 
layers contain three gates such as forget gate, 
input gate, and output gate.

Figure 3 illustrates the components of an 
LSTM layer.

Figure 3. The LSTM
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The equations that govern the content of the gates are:

( )1 1t ix t im t ic ii W x W m W ct bσ −= + + − + (3)

( )1 1fx t fm t fc ff W x W m W ct bσ −= + + − +t (4)

( )1 1t t t cx t cm cc f c i g W x W m b− −= + + +t t (5)

( )t 1o ox t om t oc oW x W m W ct bσ −= + + + (6)

( )tt t cm o h=  (7)

Note that LSTM layers include neurons with memories that store the past data. The 
stored data is shaped during the training process [11]. The LSTM provide successful solutions, 
especially for time series problems. Also, as in this study, besides the time data, there are ad-
ditional parameters such as temperature, pressure, and humidity employed because these pa-
rameters also affect the Irradiation variable. When additional parameters, the method is called 
M-LSTM. Recall that in time series problems, if the present time is t, then the future time is 
represented by t + 1. Meaning, all the variables in the dataset are transformed into a supervised 
learning problem by shifting 1 Step forward to create multivariate input and output sequences.

Performance metrics

We used three metrics to measure performance of the models such that mean absolute 
error (MAE), mean squared error (MSE), and R2 value. The MAE measures the average mag-
nitude of the errors in a set of predictions, without considering their direction. In other words, 
MAE is the average of the absolute differences between the predicted value and the corre-
sponding observation over the dataset. Mathematically speaking, let y = (y1, y2...yn) be observed 
values and y^ = (y^1, y^2...y^n) be predicted values at x = (x1, x2...xn). Then MAE is given:

1

1 ˆ| |
n

i i
i

MAE y y
n =

= −∑ (8)

where MSE measures the amount of error in prediction models. It assesses the average squared 
difference between the observed values and predicted values, mathematicaly, it is given:

( )2
1

ˆ1 n

i i
i

M
n

ySE y
=

−= ∑ (9)

The coefficient of determination, R2 value, summarizes the proportion of variance in 
the dependent variable associated with the predicted (independent) variables, with larger R2 
values indicating that more of the variation is explained by the model, to a maximum of 1:
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where y ̄  is the mean of the observed values.
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Result and discussion

Exploratory data analysis: The data set 
was analyzed before the models were built. The 
main goal was to better understand the patterns 
in the data and find interesting relationships be-
tween the variables [35]. The variation of DHI, 
DNI, and GHI values over time is given in fig. 
4. One can observe from to the figure that the 
intensity of solar radiation increases in sum-
mer. On the other hand, the relationship of the 
variables with each other affects the regression 
result. In the correlation matrix given in the fig. 
5, the values are positioned between –1 and +1. 
Those values close to –1 are interpreted as neg-

ative correlations, and those close to +1 are interpreted as positive correlations [36]. According 
to the figure, there is high negative correlation between SZA and Clearsky GHI-Clearsky DNI, 
while there is a high positive correlation between precipitable water and dew point. There is also 
a high positive correlation between Clearsky DNI, Clearsky DHI, and Clearsky GHI. Trend anal-
ysis is a statistical technique that helps to interpret the trend of long-term data in the current state 
and future situation, and helps to find the line or curve suitable for the series in time series showing 
a general trend in a particular direction. Output parameters were visualized with line plots in or-
der to analyze the trend and observe the sequentiality of the observations. Trend analysis graphs 
of target variables are given in the fig. 6. According to the graph, when Clearsky DNI reaches  

Figure 4. The DHI, DNI, and GHI 
values variations

Figure 5. Correlation matrix



Dagistanli, O. et al.: Solar Irradiation Forecast by Deep Learning Arthitectures 
THERMAL SCIENCE: Year 2022, Vol. 26, No. 4A, pp. 2895-2906 2903

800 w/m2, Clearsky DHI and Clearsky GHI also reach their maximum values. The Clearsky 
GHI value increased until the Clearsky DHI reached approximately 300 w/m2.

Figure 6. Trend anaysis; (a) Clearsky DNI vs. DHI, (b) Clearsky DNI vs. GHI, and  
(c) Clearsky DHI vs. GHI

Regression performance: The study was developed in the Python environment. Be-
fore the training phase, 80% of the dataset is reserved for training (140236 samples) and 20% 
for testing (35060 samples). In addition the time data, the dataset has input parameters such 
as temperature and pressure that can affect the output parameters. The problem is multivari-
ate time series estimation in terms of its structure. The dataset was analyzed using DNN and 
M-LSTM. The number of learnable parameters of the proposed DNN model was 53249. The 
main hyperparameters of the model are presented at tab. 2. The success of the DNN model was 
evaluated according to MAE, MSE and R2 values. Performance metric values are given in tab. 3.  
According to the results obtained, the estimation of Clearsky GHI values for the test set were 
highly predicted with R2 values of 0.948 for DHI, 0.987 for DNI, and 0.999. Moreover, MSE 
values for the test set were 0.001 for DHI, 0.002 for DNI, and 0.000 for GHI.

Table 2. Hyperparameters

Hyperparameters Values

Loss function Mean squared error
Optimizer Adam
Learning rate 0.001
β1 0.9
β2 0.999
ε e–7

Epoch 200
Batch 256
L1 regularization e–5

L2 regularization e–4

Early stopping 25

On the other hand, the M-LSTM model was also trained with the same dataset. The 
number of learnable parameters of the proposed M-LSTM model was 73.851. During the simu-
lation experiments, it was observed that the performance decreased as the depth increased in the 
M-LSTM model. Therefore, getting the optimum number of layers was also a challenge. The 
proposed M-LSTM consists of two LSTM Layers and a Dense Layer. The M-LSTM structure 
used in the present study is given in fig. 7. 
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Figure 7. The architecture of the M-LSTM model

During fine tuning process of M-LSTM model, it was observed that the error rate in-
creased when the layers were increased. Thus, too deep network architecture was not preferred. 
While the epoch number was determined as 200, EarlyStopping patience value was set to 10. 
The M-LSTM model’s results obtained were given in tab. 4.

Table 4. Comparison of experimental results of M-LSTM
Train Peformance Metrics Clearsky DHI Clearsky DNI Clearsky GHI

MSE 0.000 0.000 0.000
R2 0.986 0.989 0.986

MAE 0.017 0.015 0.017
Test peformance metrics Clearsky DHI Clearsky DNI Clearsky GHI

MSE 0.000 0.000 0.000
R2 0.987 0.989 0.988

MAE 0.016 0.015 0.016

According to the table, the estimations to Clearsky DHI, Clearsky DNI, and Clearsky 
GHI values were close to corresponding observed values because both MSE and MAE values 
were almost zero, while R2 values of approximately 0.987 were reached. Tables 3 and 4 yield 
the M-LSTM model performed slightly better than the DNN model in estimating Clearsky DNI 
and Clearsky DHI.

Conclusion

In this study, two models based on DNN and M-LSTM architectures are developed to 
predict solar radiation. These two models were compared with each other. Our dataset is open 

Table 3. Comparison of experimental results of DNN
Train peformance metrics Clearsky DHI Clearsky DNI Clearsky GHI

MSE 0.001 0.002 0.000
R2 0.961 0.989 0.999

MAE 0.011 0.019 0.004
Test peformance metrics Clearsky DHI Clearsky DNI Clearsky GHI

MSE 0.001 0.002 0.000
R2 0.948 0.987 0.999

MAE 0.012 0.021 0.004
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access under the Creative Commons license on the Kaggle platform. It consists of 175296 rows 
and 18 columns. First, the data set was analyzed and then the correlation of each variable in the 
data was calculated. Figure 5 shows the correlation matrix. According to the correlation values, 
there is a negative high correlation between SZA and clearsky DHI, clearsky DNI, and clearsky 
GHI. There is a high positive correlation between dew point and precipitable water and again 
between dew point and temperature. Also clearsky DHI, clearsky DNI, and clear sky GHI have 
high positive correlation with each other. Trend analysis, where we can analyze the long-term 
status of the data, is also shown in fig. 5. We used three metrics to measure performance of the 
models such that MAE, MSE, and R2 value. In this scope, our M-LSTM model was more suc-
cessful than the DNN model, except for one metric. Accorrding to these results, Clearsky GHI 
value is estimated with the DNN model with an R2 value of approximately 99%.
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