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In this paper, heat transfer characteristics of phase change material in rectangular containers are numerically analyzed. The inclination angles of the container refer to 0°, 90°, and 180°. Both theoretical and practical periodic temperature boundary conditions are taken into consideration, in which the periodic temperature boundary conditions include 50-80 °C and 65-80 °C. The comparison study is carried out through the liquid fraction and temperature histories during the heat transfer process under these different boundary conditions. It is indicated that there are large differences between the calculated results under the theoretical and the practical periodic temperature boundary conditions when the temperature boundary is 50-80 °C, while the theoretical and the practical periodic temperature boundary conditions of 65-80 °C have relatively little effect on the numerical results of the heat transfer process of the phase change material. Furthermore, compared with the temperature increasing stage, the numerical results calculated under the theoretical and the practical boundary conditions have more significant differences in the temperature decreasing stage. The research conclusion of this paper can provide a theoretical basis for the application of phase change material under periodic temperature boundary conditions.
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Introduction

Phase change material (PCM) has been commonly used in heat exchangers [1, 2], solar energy storage systems [3-7], and electronic component thermal management systems [8-11] due to its stable phase change temperature and high energy storage density. With the development of electronic devices to miniaturization and high power, higher requirements are put forward for their heat dissipation performance [12, 13]. In order to prevent heat generated by controllers from affecting the infrared stealth performance of the aircraft, it is necessary to store the heat generated by electronic devices to ensure that the aircraft can complete its mission. Furthermore, the surface temperature of electronic devices is constantly changing during the mission, so the phase change process of PCM under variable temperature boundary should be investigated. Besides, the influence of the installation direction on the heat transfer process also needs to be considered.

* Corresponding author, e-mail: wy_521@dlmu.edu.cn
In recent years, many scholars have investigated the heat transfer process of PCM with constant heat source boundary while considering the influences of the inclination angle and heating position of the container on the heat transfer performances. Zhang et al. [14] illustrated a numerical model on the heat transfer process of PCM in a container. Their conclusions evidenced that the heat source location can significantly affect the heat transfer process of PCM. Duan et al. [15] appraised the heat transfer process of PCM in rectangular containers with three aspect ratios under constant temperature boundary conditions, which provided a theoretical basis for the container designs. Kamkari [16-18] investigated the heat transfer process of PCM under constant temperature boundary conditions by numerical calculation and experiment verification. Besides, the visualization imaging technology was used by Avci et al. [19] to evaluate thermal performances of PCM radiator with seven attitudes from 0° to 90°. The results evidenced that thermal performances were related to inclination angles. Furthermore, Wang et al. [20] also established a heat transfer model of PCM with an inclined rectangular structure. The heat transfer processes of PCM under constant temperature boundary conditions with seven inclination angles from 0° to 180° were simulated.

However, in the process of thermal management on electronic components, their surface temperature is not constant but constantly change with the operating power. Saha and Dutta [21, 22] established a 1-D heat conduction mathematical model to discuss influences on the melting and solidification process under periodic thermal boundary conditions. Ahmed et al. [23, 24] illustrated the effects of different heat source directions on PCM heat transfer in thermal management of electronic devices. The temperature responses of PCM during the periodic thermal boundary process were analyzed. Nevertheless, in the thermal management application of electronic components, there is still a lack of research on the heat transfer process of PCM under non-constant boundary conditions with different heat source locations.

Therefore, this paper investigates the phase change characteristics of PCM in the container with different inclination angles under periodic temperature boundary conditions. The inclination angles of the container include 0°, 90°, and 180°, while the temperature boundary conditions include 55-80°C and 65-80°C. Then, the differences between heat transfer characteristics of PCM under theoretical periodic temperature boundary conditions and practical periodic temperature boundary conditions are compared.

**Physical and mathematical model**

**Physical model**

A sealed container filled with PCM is investigated in this paper. The physical model is shown in fig. 1(a), and the locations of temperature monitoring points are shown in fig. 1(b).

![Figure 1. Physical model and temperature monitoring points under this investigation](image-url)
The size of the PCM inside the container is a rectangular domain with a length of $y = 100$ mm and a width of $x = 30$ mm, while the inclination angles refer to $0^\circ$, $90^\circ$, and $180^\circ$. The heating wall ($x = 0$) is set at a periodic temperature, $T_i$, while other walls are adiabatic. The thermophysical properties of paraffin used in this paper are shown in tab. 1 [20].

### Table 1. Thermophysical properties of paraffin used in this paper

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, $\rho$</td>
<td>$805.9$ kg/m$^3$</td>
</tr>
<tr>
<td>Latent heat, $L$</td>
<td>$110280$ J/kg</td>
</tr>
<tr>
<td>Melting temperature</td>
<td>$56.4$-$64.3$ °C</td>
</tr>
<tr>
<td>Thermal conductivity, $\lambda$</td>
<td>$0.20$ W/(m°C)</td>
</tr>
<tr>
<td>Specific heat capacity, $c_p$</td>
<td>$2.10 \cdot 10^3$ J/(kg°C)</td>
</tr>
<tr>
<td>Dynamic viscosity, $\mu$</td>
<td>$3.59 \cdot 10^{-3}$ kg/ms</td>
</tr>
<tr>
<td>Thermal expansion coefficient, $\beta$</td>
<td>$1.10 \cdot 10^{-4}$ °C</td>
</tr>
</tbody>
</table>

**Mathematical model**

Some assumptions are considered in the mathematic model. The liquid paraffin is assumed to be incompressible Newtonian fluid, and the density is subjected to the Boussinesq approximation. The volume change during the phase change process is neglected. Except the thermal conductivity of paraffin, other thermophysical properties including specific heat are assumed to be constant and do not change with temperature [25-28]. The mathematical model of the phase change process is established based on the enthalpy-porosity approach [29]. Therefore, the governing equations are written:

- **Continuity equation**
  \[
  \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0
  \]  

- **Momentum equations**
  \[
  \rho \left( \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \right) = -\frac{\partial p}{\partial x} + \mu \nabla^2 u + \frac{(1-f)^2}{(f^3 + \varepsilon)} A_{mush} u + \rho g \beta (T - T_n) \sin \alpha 
  \] 
  \[
  \rho \left( \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} \right) = -\frac{\partial p}{\partial y} + \mu \nabla^2 v + \frac{(1-f)^2}{(f^3 + \varepsilon)} A_{mush} v + \rho g \beta (T - T_n) \cos \alpha 
  \]  

- **Energy equations**
  \[
  \frac{\partial}{\partial t} (\rho H) + \frac{\partial}{\partial x} (\rho u H) + \frac{\partial}{\partial y} (\rho v H) = \lambda \nabla^2 T
  \]  

where $\rho$, $\beta$, $\mu$, $\lambda$ are the density, thermal expansion coefficient, and dynamic viscosity of paraffin, thermal conductivity, respectively, $A_{mush}$ – the mushy zone constant, and its suitable value is $10^7$ for the PCM used in this paper. Besides, $f$ is the liquid fraction which is defined:

\[
\begin{align*}
  f &= \frac{H - h}{L} = \begin{cases}
    0 & T < T_s \\
    \frac{T - T_s}{T_i - T_s} & T_s \leq T \leq T_i \\
    1 & T > T_i
  \end{cases}
\end{align*}
\]
The initial temperature of the PCM is 25 °C, and there are no-slip boundary conditions at all walls \((u = v = 0)\). Except for the heating wall \((x = 0)\), other walls are adiabatic. Four temperature boundary conditions, \(T_i\), are established to analyze the phase change process with periodic boundary conditions. Equation (6) refers to the theoretical periodic boundary condition from 50-80 °C, while eq. (7) is the theoretical periodic boundary condition and practical periodic boundary condition from 65-80 °C:

\[
T_1 = \begin{cases} 
80 & 9000 < t \leq 9000 j + 3600, \quad j = 0, 1 \\
50 & 9000 j + 3600 < t \leq 9000(j + 1), \quad j = 0, 1 
\end{cases}
\]

\[
T_2 = \begin{cases} 
80 & 9000 < t \leq 9000 j + 3600, \quad j = 0, 1 \\
65 & 9000 j + 3600 < t \leq 9000(j + 1), \quad j = 0, 1 
\end{cases}
\]

Besides, the practical temperature boundary condition of the heating plate measured by a thermocouple is much more complex. Firstly, when the plate is heating from room temperature to the target temperature of 80 °C, the boundary condition is shown:

\[
T_0 = \begin{cases} 
25.93 + 0.155 t - 1.102 \times 10^{-4} t^2, \quad 0 < t \leq 650 \\
80 & 650 < t \leq 3600 
\end{cases}
\]

Then, the boundary conditions of practical temperature variation are shown:

\[
T_i = \begin{cases} 
T_0 & 0 < t \leq 3600 \\
16.9 \times \exp[-(t - k_1) \times 3.6 \times 10^{-3}] + 23.3 \times \exp[-(t - k_1) \times 2.4 \times 10^{-3}] + 40 & k_i < t \leq k_i + 3600 \\
50 & k_i + 3600 < t \leq k_i + 5400 \\
50 + 1.96 \times 10^{-3} (t - (k_i + 5400)) + 4.67 \times 10^{-4} (t - (k_i + 5400))^2 & k_i + 5400 < t \leq k_i + 5988 \\
-1.02 \times 10^{-6} (t - (k_i + 5400)) - 6.25 \times 10^{-10} (t - (k_i + 5400))^4 & k_i + 5988 < t \leq k_i + 9000 \\
80 & k_i + 9000 < t \leq k_i + 1458 \\
16.11 \times \exp[-(t - k_i) / 322.16] + 63.88 & k_i < t \leq k_i + 1458 \\
65 & k_i + 1458 < t \leq k_i + 5400 \\
65 + 0.01 \times (t - (k_i + 5400)) + 4.7 \times 10^{-4} (t - (k_i + 5400))^2 & k_i + 5400 < t \leq k_i + 5745 \\
-1.56 \times 10^{-6} (t - (k_i + 5400)) + 1.34 \times 10^{-10} (t - (k_i + 5400))^4 & k_i + 5745 < t \leq k_i + 9000 \\
80 & k_i + 9000 < t \leq k_i + 9000 
\end{cases}
\]

in which \(k_i = 3600\) and \(k_{i+1} = k_i + 9000\), \(i = 1, 2\).

In order to describe the boundary conditions more clearly, fig. 2 shows the boundary curves mentioned in eqs. (6)-(10), in which fig. 2(a) gives the practical and the theoretical periodic boundary condition curves from 50-80 °C while fig. 2(b) depicts the periodic boundary condition curves from 65-80 °C.

**Numerical procedure and validation**

The governing equations are solved using the finite volume technique. Several UDF are developed based on the boundary conditions from eqs. (6)-(10). Due to Shmueli et al. [30]
evidenced that PRESTO! Scheme is the most suitable to achieve the best match between experimental data and numerical results, the pressure is discretized by PRESTO! Scheme in this paper. Besides, the SIMPLE algorithm is employed for the pressure-velocity coupling field, and the governing equations for momentum and energy are discretized by the QUICK scheme. The convergence is checked at each time-step with the convergence criterion of $10^{-4}$, $10^{-4}$, and $10^{-6}$ for continuity equation, velocity components, and energy equation, respectively.

A 2-D numerical calculation is conducted in this paper. The specimen inclination angle of $90^\circ$ ($\alpha = 90^\circ$) is selected for independent test and model validation. The grid size sensitivity is checked to ensure the numerical results are grid size independent, while the time step sensitivity is examined to guarantee that the numerical results are time step independent. Different grid sizes including $1.0 \text{ mm} \times 1.0 \text{ mm}$ (3000 grids), $0.5 \text{ mm} \times 1.0 \text{ mm}$ (6000 grids), and $0.3 \text{ mm} \times 1.0 \text{ mm}$ (10000 grids) at different time-steps (1 second, 2 seconds, and 4 seconds) are examined for liquid fraction, respectively. Besides, in order to quantify the influence of grid size independence and time step independence, relative error analysis is calculated by eq. (11) in which $\Delta f$ represents the difference between the measured value and the standard value and $f_{\text{std}}$ represents the standard value:

$$e = \left| \frac{\Delta f}{f_{\text{std}}} \right| \times 100\%$$  \hspace{1cm} (11)

For grid size independent test, the liquid fraction result with 10000 grids is regards as the standard value. For time step independent test, the liquid fraction result at 4 seconds is chosen as the standard value. The results of the grid size independent test and the time step independent test are shown in fig. 3.

Figures 3(a) and 3(b) give the results of grid size independent test. It can be found that the relative error of liquid fraction results between 6000 grids and 10000 grids are less than 2.0%, while the relative error of 3000 grids is approximately 7.0%. Figures 3(c) and 3(d) depict the results of time step independent test. It shows that the relative error of liquid fraction results between the time step of 2 seconds and 1 second is less than 0.05%, which is much less than the relative error of 4 seconds. Therefore, it can be concluded that a grid size of $0.5 \text{ mm} \times 1.0 \text{ mm}$ (6000 grids) at time-step of 2 seconds is appropriate to balance the computational time and the result accuracy.

Furthermore, the model is verified by comparing the experimental results and the numerical results. During the model validation experiment, the specimen is heated from room
temperature to the target heating temperature of 80 °C, and the temperature variation of the specimen heating wall is regarded as the heating boundary condition. Figure 4 shows the model validation results, in which fig. 4(a) depicts the experimental and the numerical results of solid-liquid interface changes at 15 minutes, 30 minutes, 60 minutes, and 90 minutes, while fig. 4(b) depicts the temperature histories of the numerical, \( T_1 \) to \( T_5 \), and the experimental results, \( (T_1) \) to \( (T_5) \), at temperature monitoring points. It can be found that the liquid fraction of the
numerical results and the experimental results are in good agreement. Besides, the temperature data calculated by numerical analysis are slightly higher than the measured value of the experiment, which is due to the inability to achieve adiabatic insulation during the experiment.

Results and discussions

The heat transfer process of PCM with different inclination angles under theoretical and practical temperature boundary conditions is investigated in this paper. The inclination angles include 0°, 90°, and 180°, corresponding to bottom horizontal heating, vertical heating, and top horizontal heating, respectively. The periodic temperature boundary conditions include two ranges: 50-80 °C and 65-80 °C, and the expressions of the theoretical and the practical temperature boundary conditions are shown in eqs. (6)-(10). The results and conclusions are discussed based on liquid fraction and temperature history during the numerical calculation under the theoretical and the practical boundary conditions.

Liquid fraction comparison

Figure 5 depicts the comparison of liquid fraction between the theoretical and the practical periodic temperature boundary conditions from 50-80 °C at 0°, in which fig. 5(a) illustrates the curves of liquid fraction while fig. 5(b) gives the contours of liquid fraction.

In fig. 5(a), it can be found that in the first temperature increase stage, liquid fraction variations under the theoretical and the practical temperature conditions are nearly the same. In contrast, in the first temperature decrease stage, there is a large gap between the theoretical and the practical temperature conditions. It is because there is a phase change process during the temperature decrease process. In this process, the practical temperature boundary is smoother than the theoretical temperature boundary, which makes the temperature decrease rates of monitoring points inside the PCM much slower, so the liquid fraction calculated based on the practical temperature boundary condition is higher than the liquid fraction calculated under the theoretical temperature boundary condition. As a result, in the second temperature increase stage, the highest liquid fraction the PCM can reach under the practical temperature boundary condition is higher than that under the theoretical temperature boundary condition.

Figure 5. Comparison of liquid fraction between the theoretical and the practical periodic temperature boundary conditions from 50-80 °C at 0°

In fig. 5(b), in the temperature increase stage, the solid-liquid interface appears wavy because the melting PCM is affected by Benard convection cells. The Benard convection cells are formed under the influence of buoyancy and gravity. During the melting process, the PCM with high temperature near the hot wall rises vertically in the central area of each Bénard convection cell under the action of buoyancy. After reaching the solid-liquid interface, the tempera-
ture of the PCM decreases, and the PCM falls along the edges of each Bénard convection cell under the action of gravity [17, 31, 32]. Moreover, the numerical results of liquid fraction under the theoretical and the practical periodic temperature boundary conditions are closed, such as contours of the liquid fraction at 3000 seconds and 12000 seconds. The shape characteristics of the solid-liquid interface during the melting process are similar to those given by Kamkari et al. [17]. However, the proportion of the PCM solid phase zone obtained by numerical calculation under the theoretical periodic temperature boundary condition is significantly higher than that under the practical periodic temperature boundary condition, such as contours of the liquid fraction at 6000 seconds, 9000 seconds, 15000 seconds, and 18000 seconds.

However, the numerical results under the periodic temperature boundary conditions from 65-80 °C show different characteristics, shown in fig. 6.

Figure 6. Comparison of liquid fraction between the theoretical and the practical periodic temperature boundary conditions from 65-80 °C at 0°

Due to the minimum temperature of the periodic temperature boundary conditions is 65 °C which is higher than the maximum temperature of the phase change range (56.4-64.3 °C), the liquid fraction increases continuously under this periodic temperature boundary conditions. Figure 6(a) gives the curves of the liquid fraction for both theoretical and practical periodic temperature boundary conditions, while fig. 6(b) presents the contours of the liquid fraction. Compared with the large difference shown in fig. 5, the liquid fractions calculated under the theoretical and the practical periodic temperature boundary conditions from 65-80 °C are similar. After the end of the first temperature increase stage, the maximum difference of liquid fraction between the theoretical and the practical temperature boundary conditions is 6.2%, and the shape of the solid-liquid interface is also very similar. Besides, the PCM under both temperature boundary conditions completely melts at nearly 12000 seconds.

Figure 7 gives the comparison of the liquid fraction at 90°. Similarly, when the periodic temperature boundary changes from 50-80°C, there is a significant difference between the liquid fraction calculated numerically under the theoretical periodic temperature boundary condition and the practical periodic temperature boundary condition, shown in fig. 7(a). When the minimum temperature of the boundary condition is 50 °C, the PCM closed to the heating wall under the theoretical boundary condition solidifies immediately, resulting in a rapid decrease in the liquid fraction of the PCM. However, under the practical boundary condition, the temperature of the PCM near the heating wall decreases relatively slowly, so the reduction rate of liquid fraction is lower than that under the theoretical boundary condition. In contrast, the liquid fraction tends to be same when the periodic temperature boundary changes from 65-80 °C, shown in fig. 7(c).
Figures 7(b) and 7(d) visualize the liquid fraction contours with periodic temperature boundary conditions of 50–80 °C and 65–80 °C, respectively. There is an obvious difference between the liquid fraction contours at 6000 seconds, 9000 seconds, 15000 seconds, and 18000 seconds in fig. 7(b). When the PCM near the heating wall is heated, the liquid PCM with high temperature floats upward along the heating wall under the action of natural-convection. This makes the temperature of the PCM with higher position in the container higher than that of the PCM with lower position, so that the PCM at the top melts faster. The similar conclusions are given by Kamkari et al. [17] and Joneidi et al. [33]. Moreover, unlike the PCM at the top of the container having a higher melting rate during the melting stage, the solidification rate at the bottom of the container is faster than that at the top. It is because the PCM at the bottom has lower temperature than the PCM at the top. When the temperature of the heating wall decreases below the phase change temperature of the PCM, the PCM at the bottom with lower temperature solidifies first. Compared with the numerical results under the theoretical periodic temperature boundary conditions, the proportion of mushy zone obtained by numerical calculation under the practical periodic temperature boundary conditions is much higher. The reason is that temperature decreasing rate of PCM is relatively smoothly under the practical temperature conditions, which keeps the temperature of more PCM within the phase change temperature range, resulting in a higher proportion of mushy zone. However, in fig. 7(d), the liquid fraction contours show little difference between the numerical calculation results of liquid fraction under the theoretical and the practical periodic temperature boundary conditions.
By using the data in fig. 7(c), it can be calculated that the maximum difference of liquid fraction between the theoretical and the practical periodic temperature boundary conditions after the first temperature increase stage is 4.0%.

Finally, the liquid fraction at 180° is compared, and the results are shown in fig. 8. Both the theoretical and the practical periodic temperature boundary conditions are also taken into consideration. Although the heat transfer process at 180° is much slower, the influence on liquid fraction under the theoretical and the practical periodic temperature boundary conditions is still obvious, as shown in fig. 8(a). Besides, fig. 8(b) indicates that the effects of the two periodic temperature boundary conditions on liquid fraction, which are shown at the liquid fraction contours at 6000 seconds, 15000 seconds, and 18000 seconds. In addition, the solid-liquid interface is always straight, which is also reported by Zhang et al. [34]. It is indicated that the heat transfer process only needs to overcome the vertical upward buoyancy. This may be the theoretical basis that the heat source is usually placed on the top of the specimen in the steady-state method of thermal conductivity measurement. Figures 8(c) and 8(d) shows the liquid fraction values under the two periodic temperature boundary conditions nearly the same. After the first temperature rise stage, the maximum difference of liquid fraction values is no more than 3.9%.

**Figure 8. Comparison of liquid fraction between the theoretical and the practical periodic temperature boundary conditions at 180°**

**Temperature histories of monitoring points**

This part investigates the temperature histories of monitoring points inside the PCM under the theoretical and the practical periodic temperature boundary conditions, in which $T_1 - T_5$ refer to temperatures of monitoring points calculated by the theoretical boundary conditions and $T_1^{(1)} - T_5^{(5)}$ present temperatures calculated by the practical boundary conditions.
Figure 9 gives the curves of temperature variations during the melting process under the periodic temperature boundary conditions of 50-80 °C and 65-80 °C. The temperatures of monitoring points under the practical periodic temperature boundary conditions are lower than those under the theoretical periodic temperature boundary conditions in the temperature increase stages. Besides, the opposite characteristics are shown in the temperature decrease stages. This phenomenon depicts the hysteresis of temperature change at monitoring points under the practical periodic temperature boundary conditions.

In fig. 9(a), it can be found that in the temperature increasing stage, the temperatures of these three monitoring points have similar variation characteristics, and the values of $T_1$, $T_3$, and $T_5$ are lower than $T_{(1)}$, $T_{(3)}$, and $T_{(5)}$ at each time point, respectively. However, in the temperature decreasing stage, the temperature values of $T_1$ and $T_{(1)}$ are quite different. The maximum temperature difference between $T_1$ and $T_{(1)}$ reaches 6.0 °C. The reason is that monitoring Point 1 ($p_1$) is closed to the heat source, and the temperature is greatly affected by the heat source due to the heat conduction and heat convection. In comparison, the temperature differences between $T_3$ and $T_{(3)}$, $T_5$ and $T_{(5)}$ are relatively small, but the maximum temperature differences also reach 3.2 °C and 2.8 °C, respectively.

In fig. 9(b), the characteristics shown in the first temperature increasing stage are the same as those in fig. 9(a). However, in the second temperature increasing stage, the temperatures of $T_1$ and $T_{(5)}$ are greatly different, which is due to the influence of Bénard convection cells [17, 31, 32]. Furthermore, after the PCM is completely melted, the temperatures of all monitoring points under the theoretical and the practical temperature boundary conditions are almost the same. However, there are some fluctuations in the temperatures of internal monitoring points. This thermal phenomenon can be attributed to the regular convection cells in the liquid PCM and development of turbulent convection in the melt layer [17, 35]. Besides, the temperatures of the monitoring points obtained under the theoretical and practical temperature boundary conditions only have some deviations in each temperature decrease initial stage. In the first temperature decrease stage, the maximum temperature differences between $T_1$ and $T_{(1)}$, $T_3$ and $T_{(3)}$, $T_5$ and $T_{(5)}$ are 3.6 °C, 3.6 °C, and 1.3 °C, respectively. In the second temperature decrease stage, the PCM has completely melted. The maximum temperature differences become 3.6 °C, 0.9 °C, and 0.5 °C, respectively.

Figure 10 gives the curves of temperature variations during the melting process under the periodic temperature boundary conditions of 50-80 °C and 65-80 °C, in which figs.
10(a) and 10(b) give the temperature histories of $p_1$ to $p_5$ under both boundary conditions from 50-80°C while figs 10(c) and 10(d) depict those from 65-80°C.

![Temperature History Graphs](image)

Figure 10. Comparison of temperature histories between the theoretical and the practical periodic temperature boundary conditions at 90°

In the first temperature increasing stage, the heat conduction dominates the heat transfer process, which shows that the temperature curves of $p_2$, $p_3$, and $p_4$ are coincident under both the theoretical and the practical temperature boundary conditions. However, the temperature values calculated by the practical temperature boundary conditions are lower than those obtained by the theoretical temperature boundary conditions. This is because the temperature of heat source under the practical condition is gradually increased to the target temperature, while the theoretical boundary condition is directly changed to the target temperature. Besides, the temperature at $p_1$ grows faster than the temperatures at other monitoring points. It is because $p_1$ is affected not only by heat conduction but also by more intense natural-convection. Since $p_1$ is closer to the heat source, its temperature also changes faster than the temperatures at other monitoring points during the temperature decreasing stage. Moreover, at the end of the second temperature increasing stage (12600 seconds), the maximum temperature difference of $p_2$ under both boundary conditions is 0.1 °C, shown in figs. 10(b) and 10(d). This means that the theoretical and the practical boundary conditions only affect the temperature change process of the monitoring point, but have no effect on the final temperature value.

However, in the temperature decreasing stage, there are large temperature differences between the theoretical and the practical temperature boundary conditions, especially in
figs. 10(a) and 10(b). The temperature $p_1$ also changes faster than the temperatures at other monitoring points. The maximum differences of the temperatures at $p_1$ even reach 6.7 °C, while the temperature differences of $p_2$, $p_3$, $p_4$, and $p_5$ reach 5.1 °C, 4.4 °C, 2.7 °C, and 0.7 °C, respectively. At the end of the second temperature decreasing stage, the temperatures of each monitoring point still have some differences between the theoretical and the practical temperature boundary conditions. In figs. 10(c) and 10(d), the temperature difference of $p_1$ to $p_5$ are mainly reflected in the initial stage of the second temperature decreasing process. At the end of the second temperature decreasing stage, the temperature of each monitoring point gradually reaches a stable value. The temperature values are the same whether they are obtained from the theoretical temperature boundary or the practical temperature boundary.

Figure 11 compares temperature histories between the theoretical and the practical periodic temperature boundary conditions at 180°, in which fig. 11(a) investigated the temperature histories of $p_1$, $p_3$, and $p_5$ when the periodic temperature condition is from 50-80 °C while fig. 11(b) gives the results under the periodic temperature condition from 65-80 °C.

In the temperature increasing stage, the characteristics of the temperature histories of the monitoring points are the same as those at 0 °C and 90 °C, such as the temperatures of the monitoring points calculated by the practical temperature boundary conditions are lower than those calculated by the theoretical temperature boundary conditions. Besides, in fig. 11(a), during the temperature decreasing stage, the temperature values of the monitoring points calculated through the theoretical and the practical temperature boundary conditions are quite different. The maximum temperature difference at $p_5$ reaches 6.8 °C, while the temperature differences at $p_3$ and $p_1$ are 4.3 °C and 4.0 °C, respectively. Furthermore, the temperature difference of each monitoring point at the second temperature decreasing stage is slightly smaller than that at the first temperature decreasing stage. In fig. 11(b), it is obvious that under the two boundary conditions, only the temperature difference of $T_5$ and $T_{(5)}$ reaches 4.0 °C at 12840 seconds, while the temperature differences between the other two monitoring points are less than 0.9 °C. At the end of the second temperature decreasing stage (18000 seconds), the temperatures of all monitoring points under both temperature boundary conditions tend to be the same, and the temperature differences are less than 0.1°C. This phenomenon also shows that when the target temperature of the boundary condition is stable for an enough long time, the final temperature value in the PCM is only related to the target temperature of the boundary condition but not to the temperature decreasing process.
Conclusions

In order to further deepen understanding of heat transfer characteristics of the PCM in the inclined rectangular enclosure under the theoretical and the practical periodic temperature boundary conditions, the numerical simulations were conducted, and the characteristics of the liquid fraction and internal monitoring temperatures at different inclination angles were compared. The inclination angles of the container include 0°, 90°, and 180°, and the periodic temperature boundary conditions include 50-80 °C and 65-80 °C. The following conclusions can be drawn from the obtained results are as follows.

- At the inclination angles of 0°, 90°, and 180°, the differences between the numerical results calculated under the theoretical and the practical periodic temperature boundary condition of 65-80 °C is smaller than those under the theoretical and the practical periodic temperature boundary condition of 50-80 °C. The numerical results include liquid fraction and temperatures of monitoring points.
- In the numerical calculation of all inclination angles, the liquid fraction and the temperature histories calculated by the practical periodic temperature boundary conditions are lower than those obtained by the theoretical periodic temperature boundary conditions in initial stage. In contrast, the results calculated by the practical periodic temperature boundary conditions are higher in terminal stage.
- Whether the periodic temperature boundary conditions are 50-80 °C or 65-80 °C, the maximum differences between the numerical results of liquid fraction and temperature calculated by the theoretical and the practical periodic temperature boundary conditions occur in the temperature decreasing stage.
- The research results of this paper can provide references for practical applications. If the periodic temperature boundary contains the phase change range of PCM, the influence of the practical change of the temperature boundary during the heat transfer process cannot be ignored. However, if the minimum value of the periodic temperature boundary is higher than the phase change temperature range, the boundary conditions can be simplified according to actual needs in the numerical calculation.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_{\text{mush}})</td>
<td>mushy zone constant</td>
<td>[-]</td>
</tr>
<tr>
<td>(C_p)</td>
<td>specific heat</td>
<td>[Jkg(^{-1})°C(^{-1})]</td>
</tr>
<tr>
<td>(f)</td>
<td>liquid fraction</td>
<td>[-]</td>
</tr>
<tr>
<td>(g)</td>
<td>gravitational acceleration</td>
<td>[ms(^{-2})]</td>
</tr>
<tr>
<td>(H)</td>
<td>enthalpy</td>
<td>[Jkg(^{-1})]</td>
</tr>
<tr>
<td>(h)</td>
<td>sensible enthalpy</td>
<td>[Jkg(^{-1})]</td>
</tr>
<tr>
<td>(L)</td>
<td>latent heat</td>
<td>[Jkg(^{-1})]</td>
</tr>
<tr>
<td>(P)</td>
<td>pressure</td>
<td>[Pa]</td>
</tr>
<tr>
<td>(p)</td>
<td>temperature monitoring point</td>
<td>[-]</td>
</tr>
<tr>
<td>(T)</td>
<td>temperature</td>
<td></td>
</tr>
<tr>
<td>(t)</td>
<td>time</td>
<td>[s]</td>
</tr>
<tr>
<td>(u)</td>
<td>horizontal velocity component</td>
<td>[ms(^{-1})]</td>
</tr>
<tr>
<td>(v)</td>
<td>vertical velocity component</td>
<td>[ms(^{-1})]</td>
</tr>
</tbody>
</table>

Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>inclination angle</td>
</tr>
<tr>
<td>(\beta)</td>
<td>thermal expansion coefficient</td>
</tr>
<tr>
<td>(\mu)</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>(\rho)</td>
<td>density</td>
</tr>
</tbody>
</table>

Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{init})</td>
<td>initial</td>
</tr>
<tr>
<td>(\ell)</td>
<td>liquid phase</td>
</tr>
<tr>
<td>(m)</td>
<td>Melting temperature</td>
</tr>
<tr>
<td>(s)</td>
<td>solid phase</td>
</tr>
</tbody>
</table>
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