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Is it possible to characterize the SARS-CoV-2 viral infection by analysing the viral 

hijacking of cellular metabolism for its reproduction and multiplication? Gibbs free 
energy appears to be the critical factor of successful virus infection. A virus always 
has a more negative Gibbs free energy of growth than its host. Hence, the synthesis 
of viral components is thermodynamically favourable. On the other side, it could be 
essential to better thermodynamically understand how S1 and S2 spike protein in-
teracts with the ACE2 receptors and the cell membrane more efficiently than the 
usual nutrients, which are intercepted. Gibbs energy gives a static model, which 

does not include the time arrow of viral evolution. A better comprehension of this 
evolutional path could require an accurate analysis of entropy generation or exer-
gy disruption of binding, replication, and multiplication. 
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Introduction 

In March 2021, during the preliminary research activity toward a heat and mass 

transfer model of the COVID-19 infection mechanism, Michele Trancossi was infected and 

symptomatic. This event was fundamental for accelerating this preliminary work toward a 

better comprehension of virus variants and infection, reproduction, and spread mechanisms. 

This paper presents a critical bibliographic analysis on both the traditional and an open system 

evolutionary thermodynamic approach to stimulate an effective discussion on the two com-

plementary approaches and their possible integration to better answer the need for evolving 

infections. 

According to a traditional equilibrium thermodynamic model, Popovic and Minceva 

[1] have proposed an excellent bio-thermodynamic analysis of MERS-CoV, SARS-CoV, and 

SARS-CoV-2. Popovic and Minceva [2] have also produced an excellent thermodynamic 

insight into viral infections and describe the lytic cycle hijack of cell metabolism in terms of 

low Gibbs energy. They [3] determine enthalpy, entropy, and Gibbs free energy of 32 micro-

organism species. Popovic and Minceva [4] have also estimated the enthalpies of formation, 
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the molar entropies, the Gibbs energies of formation, and the molar heat capacities at 25 °C 

and 37 °C for the human soft tissues. The results show that Gibbs energy of formation, except 

for adipose tissues, is low compared to the constituent elements. In addition, they determine 

the average constant pressure heat capacity of hydrated human body soft tissues, and the re-

sults agree with other data in the literature. 

This preliminary research considers the previous described results and discusses the 

possibility of evolving the heat and mass transfer research on COVID-19, which has been 

preliminarily envisaged by Trancossi et al. [4]. In particular, it is necessary to define the in-

strument for an adequate analysis of two different bio-thermodynamic processes: 

– The virus bonding and ingestion based on Van der Waals attraction between spike proteins 

S1 and ACE receptors [5, 6] and the fusion with membrane, which is driven by the spike 

protein S2 [7, 8]. 

– The viral hijacking mechanism and subsequent replication and reproduction [9] favoured 

by a negative difference between the standard Gibbs energy of growth [10, 11] of virus 

nucleocapsids and one of the common biochemical transformations inside the host cell. 

Gibbs energy of growth seems to be the driving force of many biochemical processes. 

For example, Popovic and Minceva [1] have remarked that the nucleocapsids of Coronavirus 

have more negative Gibbs energies of formation than the host cell components. Besides, they 

show that the ratio of Gibbs energies of formation is always greater than unity. Hence, they [2] 

explain that the virus can hijack the host cell's metabolism because a more negative Gibbs ener-

gy of formation favours a biochemical process against the possible competing ones. 

The present work presents a critical review focusing on the possibilities toward de-

scribing Covid-19 infection employing with an unsteady virus's finite system thermodynamics 

and irreversibility [12, 13] model. Biochemical and biological systems are finite open living 

systems and require to be modelled by irreversible thermodynamic processes. The virus infec-

tion process (bonding, ingestion, replication, multiplication, and spread) is presented to account 

for irreversibility effects. The viral mutations and insurgence of novel variants hold a second 

fundamental direction for irreversibility analysis and the arrow of time imprinted on one-way 

(irreversible) phenomena according to the  Second law of thermodynamics [14, 15]. Virus and 

cell interactions deal with the arrow of time and the evolution of thermodynamic phenomena. 

The evolution timeline assumes fundamental importance since the birth of modern biology [16] 

and thermodynamics [17]. Any biological phenomenon is intrinsically evolutionistic. Therefore, 

it may take advantage of new models, which overcome the limits of traditional thermodynamic 

models based on discrete semi-static models based on successive equilibrium conditions [18]. 

The thermodynamic evolution can be described in macroscopic terms of physical and biological 

transformations. It underpins the holistic models of the evolution in complex systems. It relates 

to the configurations assumed by a system and the phenomenon of design: 

– The mechanisms of the interactions between the virus and the infected cells. 

– The evolution thermodynamics of the successful virus variants, which gain easier access to 

the human cells. 

Hence, according to Lorente and Bejan [19], the comprehension of the changes in 

the configuration of the virus and the time arrow toward the necessary increasing easiness of 

flows in Nature could predict possible evolutional paths and forecast the potential effect of 

mutations. Thus, the evolution of a virus plays a role toward a higher capability to respond to 

future risks and support faster development of more efficient vaccines and definition of pre-

ventive measures and cares for limiting or blocking the flow of virus mutations and limiting 

the infection. 
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Methods 

Virus composition 

Knight [20], Masters [21] describe the four main components of viruses: nucleic ac-

ids, proteins, lipids, and non-nucleic acid carbohydrates. They have well-defined elemental 

composition and allow determining the elemental composition of virions by the atom count-

ing method. In the virion, the total number of atoms of the element J is the sum of contribu-

tions from four classes of molecules: 

,virus ,NA ,prot , ip ,CHJ J J J l JN N N N N          (1) 

The suffix NA represents the nucleic acid, prot – the proteins, lip – the lipids, and 

CH – the non-nucleic acid carbohydrates. The virus's chemical formula has the form: 

C H O N P S
C H O N P Sn n n n n n  

The same method is adopted for the different components of the virion. In particular, 

the nucleic acid composition is estimated from the NCBI database [22] and has the formula-

tion: 

C,NA H,NA O,NA N,NA S,NA
C H O N Sn n n n n  

in which nJ,NA is the number of the molecule J in the nucleic acid. The viral proteins sequenc-

es are accessible from the UniProt database [23] and the NCBI database [22]. Four different 

proteins constitute coronaviruses: nucleoproteins (PN), membrane proteins (PM), envelope 

proteins (PE), spike proteins (PS), and structural proteins in the nucleocapsid [24]. The typical 

formula of the considered proteins is: 

C,PR H,PR O,PR N,PR S,PR
C H O N Sn n n n n  

where nJ,PR is the number of the atoms of the element J in a protein molecule. 

Lipids are located in the viral envelope, and their composition resembles one of the 

host cell membranes. Cooper [25] assumes that the composition of the viral envelope human 

cell membranes: 45% cholesterol, 17% phosphatidylcholine, 17% sphingomyelin, 16% phos-

phatidylethanolamine, 6% phosphatidylserine, and 2% glycolipids (mole fractions). The num-

ber of lipid molecules can be determined by accounting for the free volume between envelope 

proteins. The typical composition is assumed to be CH3(CH2)nCOOH, where n is an even 

number ranging from 2 to 28. The number of lipid constituent X, c(X), was determined by 

multiplying Clip with the mole fraction of that lipid, x(X): 

lip( ) ( )c X x X C      (2) 

The number element J atoms in all lipids, NJ,lip, was determined: 

.lip ,J J X XX
N n C        (3) 

where nJ,X is the number of atoms of element J in a single molecule of the lipid X. 

Non-nucleic acid carbohydrates are a fundamental part of the viral envelope, being 

glycolipids and glycoproteins. Glycolipids are represented by stearoyl-glucose, C24H46O7, the 

glucose residue, which belongs to non-nucleic acid carbohydrates. Oligosaccharide composi-

tion has been assumed to be equal to Orthomyxoviridae. For each spike protein molecule, 

14000 Dalton of oligosaccharides was added, composed of mannose and 2 N-

acetylglucosamine residues in a ratio of 5:2 [4]. 
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The molar mass of any constitutive substance Y can be determined and is measured 

in Dalton: 

,Y J Y JJ
M n m       (4) 

where nJ,Y is the number of atoms of element J in the specific organic substance Y and mJ is 

the atomic mass of the element J. The molar mass mY can be calculated: 

,J Y

Y JJ
A

n
m m

N

 
  

 
       (5) 

where NA is Avogadro's number. 

Traditional thermodynamic models 

The outstanding work by Popovich and Minceva [1-4] move in the frame of tradi-

tional thermodynamics of closed systems. Chemical or physical processes occurring within a 

closed system produce an amount of entropy S, which is greater than zero in natural or irre-

versible phenomena and equal to zero in ideal or reversible processes [26]. Thus, in a closed 

system, the spontaneous processes are irreversible and lead to the following general expres-

sion of the Second law of thermodynamics: 

d 0S               (6) 

If the considered system is divided into an arbitrary number of subsystems, the en-

tropy production can be expressed by the entropy production in any of the considered subsys-

tems: 

,d d 0i i JJ
S S        (7) 

Hence not to violate the requirement by eq. (6), entropy generation by every macro-

scopic subsystem J must separately be greater than or equal to zero: 

,d 0i JS              (8) 

It is evident that the subsystems are identified by an entropic criterion [27]: the en-
tropy increases in one subsystem cannot be reduced by being absorbed and consumed by any 
other subsystem even if close in space such as separate elements of a single volume maybe. 

Hence, entropy production and absorption occur within a single volume. This prin-

ciple is evident for metabolic systems [28], for which it is possible to evaluate dSi for sponta-

neous processes quantitatively. Systems undergoing spontaneous changes are not at equilibri-

um. Otherwise, in a classical thermodynamic approach, any system is modelled in terms of 

states of local equilibrium, in which the Gibbs equation allow expressing local entropy: 

1
d d d – dJ

JJ

aP
S U V n

T T T
       (9) 

where T [K] is the thermodynamic temperature, dU – the energy exchange between the sys-

tem and the surrounding environment, which is assumed positive when the system receives 

energy, dV – the volume change of the system during bio-thermodynamic processes, aJ – the 

chemical potential of any substance J, and dnJ, – the change in the number of molecules per 

unit volume of any substance J. The Gibbs equation requires that the system is at equilibrium 

[29]. This assumption is restrictive because it requires assuming a local equilibrium condition 

that is not necessarily reached in a real system.  
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For alternative biochemical reactions, which may occur inside a biochemical system, 

the Gibbs free energy of formation and growth acts as a thermodynamic potential. It measures 

the useful or process-initiating work obtainable from an isothermal, isobaric thermodynamic 

system [30, 31]. Hence the Gibbs free energy can be defined as the maximum amount of non-

expansion work that can be extracted from a closed system. The Gibbs free energy reaches a 

maximum only in an ideal reversible process and is given by: 

–G H TS              (10) 

Every system evolves toward achieving a minimum of free energy at standard tem-

perature and pressure. Thus, if entropy and heat increase with respect to the ideal equilibrium 

condition, Gibbs free energy reduces. The change in Gibbs free energy, ΔG, allows under-

standing the spontaneity of a reaction in well-defined equilibrium conditions [32]: 

–G H T S         (11) 

Three cases can be considered: G < 0:  if the reaction is spontaneous and proceeds 

as written; G = 0: if the reaction is at equilibrium; G > 0: if the spontaneous direction of 

the reaction is the reverse one. The eq. (11) shows that an increase in entropy produces a de-

crease in ΔG. Typical samples are the spontaneous decomposition of large molecules into 

smaller ones and the rearrangement of molecules [33], which usually increases the disorder of 

molecules around (i.e., the hydrophobic effect, which drives the folding process of the pro-

teins). 

A generic chemical reaction aA  bB is considered, where a and b are the stochio-

metric integers and A and B molecules. At pH = 7, the change in Gibbs free energy G is 

given by: 

 

 
' R ln

b

a

B
G G T

A
             (12) 

A more complex multiple substrate reactions aA + cC  bB + dD leads to the fol-

lowing expression of the change in Gibbs free energy: 

   

   
' R ln

c d

a b

C D
G G T

A B
                (13) 

In eqs. (12) and (13), G° is the change in Standard Gibbs Free energy, which 

means the change in energy that occurs when products and reactants are at standard condi-

tions in an environment with pH = 7. Hence, standard Gibbs free energy is a constant for a 

given reaction and is expressed by: 

' products
R ln

reactants
G G T              (14) 

The fundamental limit of using Standard Gibbs Free energy as a means of thermo-

dynamic analysis relates to the fact that chemical reactions must occur in local isothermal 

conditions [34]. Being G°' a constant for a given reaction, G is mainly influenced by a 

logarithmic function of the ratio between products and reactants [35]. At standard conditions, 

where any substance is 1 mole, the RTln(products/reactants) term is zero. Hence, G°' indi-

cates the direction of the reaction. If G°' is negative, the reaction is energetically favourable. 

If G°' is positive, the reaction is unfavourable. 
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When the ratio of products/reactants is changed, the natural logarithm term changes 

consequently. If it increases, the value of G increases indicating a less favourable reaction. If 

the value of G decreases, the biochemical process becomes more convenient. These results 

satisfy Le Chatelier's principle [36]: a system responds to stress by acting to alleviate it. In a 

closed system, G for a reaction will always move to a value of equilibrium, whatever is the 

starting positive or negative value [37]. 

Free energy of electrical nature may be available inside biochemical processes and is 

generated by electrical potential. For example, the proton exchange across the membrane of 

mitochondria and chloroplasts generates Coulombic energy. This energy allows synthesizing 

the adenosine triphosphate. A similar process occurs in the transmission of nervous signals by 

the differential distribution of sodium and potassium. The same phenomenon moves some 

molecules in secondary active transport processes across membranes. For example, protons 

H
+
 differential is the driving phenomena of lactose transport. In any case, it must be remarked 

that the described approach describes the thermodynamics of open and living systems within 

a classical equilibrium thermodynamic vision. Hence, it may present some consequent limits 

and a lack of realism. In particular, the traditional equilibrium thermodynamic approach 

shows a low capability to describe time-dependent phenomena because it requires the hypoth-

esis of local equilibrium and does not consider the evolution of the phenomena in terms of 

time. 

Thermodynamics and evolution 

According to Bejan [38] the total entropy change dS in an elemental open living sys-

tem (a single cell) may be expressed as the sum of two terms [39]: 

d d de iS S S                (15) 

where dSi is the entropy change due to physical or chemical changes within the considered 

system supposed to be closed (it may be only zero or positive) and dSe – the entropy change 

which is due to the exchange of energy and matter across the boundaries of the systems with 

the surrounding environment (it may assume any sign for the considered system). According 

to the eq. (15), the total entropy change in a biological system depends on both the internal 

transformations as they happen in a closed system and the entropy exchanges with the exterior 

environment. This model allows describing a biological living system's lifetime as the sum of 

incremental periods during which incremental changes occur. The thermodynamic model can 

be improved by assuming nonequilibrium thermodynamic assumptions. Lucia [39] describes 

living cells as adaptive thermodynamic engines converting matter and energy from one form 

to another [40] through both transport processes across the external membrane and internal 

metabolic and chemical reactions [30, 31]. Matter and energy are the properties of any system 

with respect to a reference state and change over time because of heat and mass transfer pro-

cesses and internal biochemical reactions [41, 42]. Living cells transform the matter that en-

ters the cell through multiple processes, including replication, transcription, and translation. 

The disruption of chemical bonds, hydrolysis, and electromagnetic gradients transform energy 

into valuable mechanical work, waste matter, and heat dispersed into the environment [34, 36, 

43, 44] and constitute a measurable footprint and available set of information. According to 

its time arrow, the heat exchanges and thermodynamic transformations could be analysed in 

terms of entropy generation and living organisms' development [45]. This field is defined as 

bioengineering thermodynamics and relates to energy and matter flow and conversions in 

living organisms. It requires the analysis according to both the first and the Second law of 
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thermodynamics. It allows assessing both the conservation of energy and the Second law of 

thermodynamics. Besides, it allows understanding how entropy increases because of the in-

teractions between biological systems and the environment. 

Toward an unsteady model of viral infections 

The present notes are not expected to produce numerical results but only a methodo-

logical discussion, but only a review with the aim of facilitating a more comprehensive co-

operation between medicine, engineering, physics, biology, and chemistry in a common 

methodological framework, which may allow avoiding losing by duplicating the respective 

activities under different disciplines which may not produce data which are suitable to be 

reused by other fields. 

Cells as the unit of living matter 

A cell is the smallest living organism [46]. It is a limited open thermodynamic sys-

tem [47]. It is enclosed by a functional plasma membrane, a selective barrier that allows the 

nutrients to enter and the waste products expelled. The cell is highly organized and subdivid-

ed into many specialized subsystems (organelles) in the interior, each surrounded by a sepa-

rate membrane [48, 49]. About 70% of a cell weight is constituted by water, and most intra-

cellular reactions occur in an aqueous environment. 

The organelles are surrounded by an aqueous solution (cytoplasm), which fill most 

of the volume of the cell and contains the cytosol, an organized framework by fibrous mole-

cules (cytoskeleton) that allow the cells to keep their shape and to modify it and enable orga-

nelles to move within the cell. The cytosol contains the necessary molecules involved in cel-

lular biosynthesis, making large biological molecules from small ones. The significant orga-

nelles are the nucleus, which keeps the genetic information necessary for life, growth, and 

reproduction; the mitochondria, which allow the energy transactions required for cell survival; 

the lysosomes, which digest unwanted materials within the cell; endoplasmic reticulum and 

the Golgi apparatus, which synthesize necessary molecules and then process, sort, and direct 

them to the specific locations where they are necessary.  

Biological systems are open and highly optimized thermodynamic systems [50-53]. 

As a result, they have the highest possible efficiency in both ensuring a selective transport of 

energy and mass across their boundaries and converting the maximum energy from one to 

another form in the least time. Cells appear a thermodynamic paradox [54, 55]. On one side, 

they evolve the matter, which feeds them towards maximum disorder. On the other side, they 

maintain the highest possible degree of organization in space and time spontaneously. This 

result is obtained by a complex set of metabolic reactions, chemical reactions, and transport 

processes. Consequently, biological systems are non-equilibrium open systems that realize 

irreversible physical and biochemical processes with the ability of exchanging matter and 

energy with the surrounding environment and converting energy from one form to another. 

Different phenomena occur simultaneously. They may couple generating new effects, as, for 

example, the transport of a substrate against the direction imposed by the electrochemical 

potential gradient, known as active transport. 

Entropy and evolving living organisms 

Entropy is a state function. Therefore, entropy characterizes the thermodynamic 

state of a closed system and the related irreversibility. Entropy allows understanding the effi-

ciency of the physical, biological, and chemical processes and the associated dissipations, 
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which can always be analysed through the Second law of thermodynamics [56, 57]. This 

analysis accounts for Prigogine's results on dissipative structures [58-60] and entropy in un-

steady systems [61] and the thermodynamic model of evolution as stated by Bejan [62, 63]. 

Natural and living systems are open systems that exchange heat and mass and interact with 

the environment. This set of interactions with the environment assumes a fundamental role in 

the thermodynamic analysis of available and living systems. Lucia [50] claims that observing 

the cell environment is much easier than observing the living cell itself. Besides, Lucia [50] 

presents a model of living cells, which have the following characteristics: 

– cells are finite and open irreversible real linear or non-linear systems, 

– any process which happens in the cell has a finite duration ; 

– it is impossible to understand what happens in each instant in the range [0, ], 

– initial state, inputs and outputs, and the final results after time τ are well-known, and 

– the balance equations consider the balance of fluxes of energy and mass in terms of the 

different species, which flows, including molecules, elements, ions, and electrons. 

The aforementioned model does not necessarily require considering the system's in-

stantaneous equilibrium but the overall equilibrium during the different phases of the process. 

The cells spontaneously exchange heat with the surrounding environment. The heat exchang-

es relate to biochemical and biophysical processes and assume a fundamental role in cell in-

fection. Viruses and cells are complex systems with interacting processes that are difficult to 

be understood in terms of individual contributions. 

The First law of thermodynamics could express irreversibility: 

in irrd d d dE W Q E                       (16) 

On the other side, both cells and viruses do not fulfil the limits of classic thermody-

namics. They are finite open systems with a finite lifetime, and most of the related processes 

and the efficiency of those processes relate to a precise timeline. In particular, viruses are not 

living systems outside a living cell and become parasitic living systems when they enter in-

side a cell. 

Entropy is a function of state. It characterizes the thermodynamic state of the sys-

tem. The related irreversibility and entropy generation allow understanding the system evolu-

tion and how far the system is from the state attained by reversible transformations [60]: 

d

d
g

S
S

t
            (17) 

Entropy generation is always positive (Sg ≥ 0), and the systems evolve to decrease 

the free energy in the least time [64-66]. Hence, entropy generation describes complex irre-

versible systems because: 

– it describes the system without requiring any unreal local equilibrium hypothesis, 

– it introduces the lifetime of both a process and the related and constituent sub-processes, 

– it considers a timeframe greater than or equal to the lifetime of the whole process or sub-

process, and 

– it allows studying the complete process during its development and considers a fully de-

veloped process that provides a larger amount of information on process results. 

The proposed analysis focuses on observing the flow in terms of entropy and heat, 

and mass transfer. Natural and living systems are open systems that exchange heat and mass 

and interact with the environment. This set of interactions with the environment assumes a 

fundamental role in the thermodynamic analysis of open and living systems [67]. The Second 
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law of thermodynamics provides entropy balance for intrinsic (or internal) and external states 

in a biochemical system. Generally, a system with an irreversible process can be expressed by 

estimating how entropy changes over time: 

d dd

d d d

e iS SS

t t t
                  (18) 

where the subscripts e refers to external entropy flux and I to internal entropy generation. 

The eq. (18) describes the total entropy change per unit time. It is the sum of the en-

tropy exchanged with the environment and the entropy produced in the system per unit of 

time. 

A living cell is constituted by multiple tiny organelles (sub-volumes) with high lev-

els of specialization [66]. Being entropy an extensive quantity, the total internal entropy gen-

eration in a cell is the sum of the entropy generation by all the organelles J: 

,dd

d d

i Ji

J

SS

t t
               (19) 

from which it results: 

d dd

d d d

e i

J
J

S SS

t t t

 
   

 
      (20) 

In each volume element, the entropy production is called the local entropy genera-
tion. 

According to Mercer [68], the local entropy production can be broken down into dif-

ferent parts depending on their nature. This model has been formalized with a higher level of 

detail by Lucia and Grazzini [66]. Lucia [66] has analysed entropy as a quantification of the 

system's evolution toward increasingly more probable states. Hence, entropy generation is a 

means of understanding irreversibility concerning the causes that generate it [69]. The total 

entropy generation is given by: 

,tf ,dc ,vg ,cr ,deg g g g g gS S S S S S        (21) 

where Ṡg,tf is the thermal flux driven by the temperature difference, Ṡg,dc – the diffusion cur-

rent driven by chemical potential gradients, Ṡg,vg – the velocity gradient coupled with viscous 

stress, Ṡg,cr – the chemical reaction rate driven by affinity, and Ṡg,de – the energy dissipated 

because of work and interactions with the environment. Cells can be considered chemical 

engines, in which both specific ordered heat and mass exchanges and chemical reactions oc-

cur. Any process occurs in a particular timeframe with well-defined starting times t0,k, and 

durations tk. Assuming that human organs are at rest and neglecting the possible interaction 

with the external environment, the entropy generation can be evaluated. If it is assumed that 

the ability of the cells to store energy and both the entropy generation related to viscous stress 

and external field are supposed null, the entropy generation reduces to: 

,de ,crg g gS S S       (22) 

The potential chemical gradient, which primarily occurs in the cytoplasm, is: 

 ,os ,is–J J J

J

k

md

  

 


         (23) 
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where j is the concentration of the j
th
 specie, os means outside, and is means inside the cell. 

Hence, Sg,dc can be expressed: 

 ,os ,is

th

,de dc

–J J J

J

g

m

x V
S

T d

  




    (24) 

where dc is the lifetime of this process, V and dm are the volume and depth of the membrane, 

respectively, ẋth – the thermal velocity, and T – the mean temperature of the membrane. Be-

sides, the entropy generation Sg,cr by the chemical reaction rate driven by reaction affinity is: 

,cr cr

k

g k

k

A
S V N

T


 
  

 
          (25) 

where cr is the lifetime of the chemical reaction process, Nk – the number per unit time and 

volume of the k
th

 chemical reaction, and Ak – the affinity, evaluated as the standard Gibbs' free 

energy variation. Hence, entropy generation can be expressed: 

 ,os ,is

th

,dc ,cr dc cr

–i k k

k k

g g g k

km

x V A
S S S V N

T d T

  

 
 

     
 


       (26) 

The eq. (26) is difficult to be used in practice because of its complexity. Hence, a 

different strategy for modelling the living cells according to the Second law of thermodynam-

ics can be envisaged [70]. If cells are assumed as black boxes, eventually divided into subsys-

tems, the relative inflow and outflow balances can be easier quantified and described [71]. 

Discussion 

Exergy is the maximum shaft work done by the composite system and a so possible 

entropic and exergetic biological systems analysis methods, with a particular interest in hu-

man cells and virions structures. It moves from the excellent work by Popovich and Mincheva 

[1, 2 ,4] and Popovich [3], who consider a traditional closed system model and discusses its 

possible extension toward non-equilibrium thermodynamics. The results and the method have 

been analysed. A possible evolution has been discussed toward a better comprehension of the 

evolution in both infection mechanisms and virions.  

A preliminary discussion on the methods has been produced. It moves toward defin-

ing a common background for an evolutional unsteady thermodynamic assessment of both the 

virion and the infection. This activity allows discussing how a more detailed model that can 

describe and forecast virus attack, bonding, replication, and multiplication processes in the 

respiratory tract cell when attacked by a Coronavirus in particular by SARS-CoV-2. Besides, 

it aims to analyse the viral evolution toward better comprehension and a possible prediction of 

the viral evolution timeline in different climatic conditions. This activity fosters the definition 

of a common framework for extensive multidisciplinary cooperation. It could facilitate the 

related thermodynamic activity into the engineering and the applied physics sectors. It could 

also allow a more extensive interdisciplinary collaboration and recognizance of the results 

toward a faster solution of thermodynamics-related problems in the case of possible future 

pandemics. Besides, introducing an unsteady thermodynamics analysis and related methodo-

logical framework could better comprehend the virion evolution, infection prevention. It can 

also determine new intelligent, deployable, and easily adaptable vaccines, possible social 

prevention measures, and technologies, reducing and breaking the pandemic's diffusion. 



Trancossi, M., et al.: A Critical review on Heat and Mass Transfer Modelling of … 
THERMAL SCIENCE: Year 2021, Vol. 25, No. 4A, pp. 2831-2843 2841 

 

 

Nomenclature 

Reference 

[1] Popovic, M, Minceva, M., Thermodynamic Insight Into Viral Infections 2: Empirical Formulas, Molecu-
lar Compositions and Thermodynamic Properties Of SARS, MERS And SARS-Cov-2 (COVID-19) Vi-
ruses, Heliyon, 6 (2020), 9, e04943 

[2] Popovic, M., Minceva, M., A Thermodynamic Insight Into Viral Infections: Do Viruses in a Lytic Cycle 
Hijack Cell Metabolism due to their Low Gibbs Energy? Heliyon, 6 (2020), 5, e03933 

[3] Popovic, M., Thermodynamic Properties of Microorganisms: Determination and Analysis of Enthalpy, 
Entropy, and Gibbs Free Energy of Biomass, Cells and Colonies of 32 Microorganism Species, Heliyon, 
5 (2019), 6, e01950 

[4] Popovic, M. E., Minceva, M., Thermodynamic Properties of Human Tissues, Thermal Science, 24 
(2020), 6B, pp. 4115-4133 

[5] Trancossi, M., et al., Could Thermodynamics and Heat and Mass Transfer Research Produce a Funda-
mental Step Advance Toward and Significant Reduction of SARS-CoV-2 Spread? International Journal 
of Heat and Mass Transfer, 170 (2021), May, 120983 

[6] Amin, M., et al., Comparing the Binding Interactions in the Receptor Binding Domains of SARS-CoV-2 
and SARS-CoV, The Journal of Physical Chemistry Letters, 11 (2020), 12, pp. 4897-900 

[7] Kang, S., et al., Recent Progress in Understanding 2019 Novel Coronavirus (SARS-Cov-2) Associated 
with Human Respiratory Disease: Detection, Mechanisms and Treatment, International Journal of Anti-
microbial Agents, 55 (2020), 5, 105950 

[8] Nguyen-Contant, P., et al., S Protein-Reactive IgG and Memory B Cell Production after Human SARS-
Cov-2 Infection Includes Broad Reactivity to the S2 Subunit, MBio, 11 (2020), 5, e01991-20 

[9] Benton, D. J., et al., Receptor Binding and Priming of the Spike Protein of SARS-CoV-2 for Membrane 
Fusion, Nature, 588 (2020), 7837, pp. 327-330 

[10] Von Stockar, U., The Role of Thermodynamics in Biochemical Engineering, Journal of Non-
Equilibrium Thermodynamics, 38 (2013), 3, pp. 225-240 

[11] Bejan, A., The Thermodynamic Design of Heat and Mass Transfer Processes and Devices, International 
Journal of Heat and Fluid Flow, 8 (1987), 4, pp. 258-276 

[12] Bejan, A., Fundamentals of Exergy Analysis, Entropy Generation Minimization, and the Generation of 
Flow Architecture, International Journal of Energy Research, 26 (2002), 7, pp. 0-43 

[13] Bejan, A., Maxwell's Demons Everywhere: Evolving Design as the Arrow of Time, Scientific Reports, 4 
(2014), 1, pp. 1-4 

A          ؘ– affinity, evaluated as the variation of 
               the standard Gibbs' free energy [J] 

Greek symbols 

a  – chemical potential of any substance [Jmol–1]  – potential chemical gradient [Jmol−1] 
B  – exergy [W] 0  – chemical potential 
dm  – thickness [m]   – lifetime [s] 
E  – energy [J]   – concentration of the ith specie 
G  – Gibbs free energy [J] 
H  – enthalpy [J] Subscripts 

N, n  – number of molecules [–] 0  – reference state 
Nk  – number per unit time and volume of 
                the kth chemical reaction 

CH  – non-nucleic acid carbohydrates 
cr  – chemical reaction 

P  – pressure [Pa] 
Q  – heat [J] 
R  – gas constant [JK−1mol−1] 

e  – exchange across the boundaries of 
                the systems with the 
                surrounding environment 

S  – entropy [JK–1] 
Sg, Ṡ  - entropy generation [W] 

i  – related to within the considered system 
                supposed to be closed 

T  – thermodynamic temperature [K] 
t  – time [s] 

in  – input 
irr  – irreversible 

U  – energy exchange between the system and 
                the surrounding environment [J] 

J  – generic element 
k  – kth chemical reaction 

V  – volume [m3] lip  – lipids 
W  – work [J] 
ẋ  – velocity, T is the mean temperature of 
                the membrane 

NA  – nucleic acid 
prot  – proteins 
th  – thermal 



Trancossi, M., et al.: A Critical review on Heat and Mass Transfer Modelling of … 2842 THERMAL SCIENCE: Year 2021, Vol. 25, No. 4A, pp. 2831-2843 

[14] Ayres, R. U,. Information, Entropy, and Progress: A New Evolutionary Paradigm, Springer Science & 
Business Media, New York, USA, 1997 

[15] Bejan, A., Evolution in Thermodynamics, Applied Physics Reviews, 4 (2017), 1, 011305 
[16] Bejan, A., Tsatsaronis, G., Purpose in Thermodynamics, Energies, 14 (2021), 2, 408 
[17] Bejan, A., Lorente, S., Constructal Theory of Generation of Configuration in Nature and Engineering, 

Journal of Applied Physics, 100 (2006), 4, 5 
[18] Lucia, U., Bio-Engineering Thermodynamics: An Engineering Science for Thermodynamics of Biosys-

tems, International Journal of Thermodynamics, 18 (2015), 4, pp. 254-265 
[19] Lorente, S., Bejan, A., Current Trends in Constructal Law and Evolutionary Design, Heat Transfer-

Asian Research, 48 (2019), 8, pp. 3574-3589 
[20] Knight, C. A., The Chemical Constitution of Viruses in: Advances in Virus Research, Academic Press, 

New York, USA, 1954, Vol. 2, pp. 153-182 
[21] Masters, P. S., The Molecular Biology of Coronaviruses in: Advances in Virus Research, Academic 

Press, New York, USA, 2006, 66, 193-292 
[22] ***, National Center for Biotechnology Information . 2020. NCBI Database [online] 

https://www.ncbi.nlm.nih.gov/ accessed 24 November 2020. 
[23] ***, The UniProt Consortium. UniProt: a Worldwide Hub of Protein Knowledge, Nucleic Acids Res. 

2019;47: D506–515 
[24] Neuman, B. W., Buchmeier, M. J., Supramolecular Architecture of the Coronavirus Particle in: Advanc-

es in Virus Research, Academic Press, New York, 2016, Vol. 96, pp. 1-27 
[25] Cooper, G. M., The Cell: a Molecular Approach, 2nd ed. Sinauer Associates; Sunderland, Mass., USA, 2000 
[26] Carnot, S., Reflections on the Motive Power of Fire, FrenchphysicistSadi Carnot, Paris, France, 1824 
[27] Clausius, R. I., On the Moving Force of Heat, and the Laws Regarding the Nature of Heat Itself which 

are Deducible Therefrom, The London, Edinburgh, and Dublin Philosophical Magazine and Journal of 
Science, 2 (1851), 8, pp. 1-21 

[28] Vilar, J. M., Rubi, J. M., Thermodynamics "Beyond" Local Equilibrium, Proceedings of the National 
Academy of Sciences, 98 (2001), 20, 11081-4 

[29] Edsall, J. T., Gutfreund, H., Biothermodynamics: The Study of Biochemical Processes at Equilibrium. 
John Wiley & Sons, New York, USA, 1983 

[30] Demirel, Y., Sandler, S. I., Thermodynamics and Bioenergetics, Biophys Chem., 97 (2002), 2-3, pp. 87-111 
[31] Toussaint, O., Schneider, E. D,. The Thermodynamic and Evolution of Complexity in Biological Sys-

tems, Comp Biochem Physiol A. 120 (1998), 1, pp. 3-9 
[32] Ackers, G. K., Bolen, D. W., The Gibbs Conference on Biothermodynamics: Origins and Evolution, 

Biophysical Chemistry, 64 (1997), 1-3, pp. 3-5 
[33] Kornyshev, A. A., et al., Structure and Interactions of Biological Helices, Reviews of Modern Physics, 

79 (2007), 3, 943 
[34] Trancossi, M., What Price of Speed? A Critical Revision through Constructal Optimization of Transport 

Modes, Int. Journal of Energy and Environmental Engineering, 7 (2016), 4, pp. 425-448 
[35] Damian, L., Isothermal Titration Calorimetry for Studying Protein–Ligand Interactions, InProtein-

Ligand Interactions, Humana Press, Totowa, N, J., USA, 2013, pp. 103-118 
[36] Trancossi, M., A Response to Industrial Maturity and Energetic Issues: A Possible Solution Based on 

Constructal Law, European Transport Research Review, 7 (2015), 1, 2 
[37] Campbell, J. A., Le Châtelier's Principle, Temperature Effects, and Entropy, Journal of Chemical Edu-

cation, 62 (1985), 3, 231 
[38] Bejan, A.,. Entropy Generation Minimization: The New Thermodynamics Of Finite Size Devices and 

Finite Time Processes, Journal of Applied Physics, 79 (1996), 3, pp. 1191-1218 
[39] Lucia, U., Bioengineering Thermodynamics of biological cells,Theoretical Biology and Medical Model-

ling, 12 (2015), 1, pp. 1-16 
[40] Bejan, A., Theory of Organization in Nature: Pulsating Physiological Processes, International Journal of 

Heat and Mass Transfer, 40 (1997), 9, pp. 2097-2104 
[41] Caplan, S. R., Essig, A., Bioenergetics and Linear Nonequilibrium Thermodynamics, The Steady State. 

Harvard University Press, Cambridge, UK, 1983 
[42] Lucia, U., Bioengineering Thermodynamics: An Engineering Science for Thermodynamics of Biosys-

tems, Int. J. Thermodyn., 18 (2015), 4, pp. 254-265 
[43] Rosen, M. A., Second Law Analysis: Approaches and Implications, International Journal of Energy 

Research, 23 (1999), 5, pp. 415-429 

https://en.wikipedia.org/wiki/French_people
https://en.wikipedia.org/wiki/French_people
https://en.wikipedia.org/wiki/Nicolas_L%C3%A9onard_Sadi_Carnot


Trancossi, M., et al.: A Critical review on Heat and Mass Transfer Modelling of … 
THERMAL SCIENCE: Year 2021, Vol. 25, No. 4A, pp. 2831-2843 2843 

 

 

[44] Trancossi, M., et al., Comments on "New Insight into the Definitions of the Bejan number", Internation-
al Communications in Heat and Mass Transfer, 120 (2021), Jan., 104997 

[45] Moran, M. J., et al., Fundamentals of engineering thermodynamics, Wiley, New York, USA, 2018 
[46] Basak, T., The Law of Life: The Bridge Between Physics and Biology, Phys Life Rev, 8 (2011), 3, pp. 

249-252 
[47] Lucia, U., Irreversibility, Entropy and Incomplete Information, Physica A, 388 (2009), 19, pp. 4025-4033 
[48] Lucia, U., et al., Constructal Thermodynamics Combined with Infrared Experiments to Evaluate Tem-

perature Differences in Cells, Sci. Rep. 5 (2015), 11587 
[49] Alberts, B., et al., The chemical components of a cell. In Molecular Biology of the Cell, 4th ed., Garland 

Science, New York, USA, 2002 
[50] Lucia, U., Bioengineering thermodynamics of biological cells, Theoretical Biology and Medical Model-

ling, 12 (2015), 1, pp. 1-6 
[51] Hand, C., Cell Theory: The Structure and Function of Cells, Cavendish Publishing, New York, USA, 2018 
[52] Reece, J. B., et al., The Formation and Function of Molecules Depend on Chemical Bonding Between 

Atoms, Campbell biology, (2011), 38 
[53] Popovic, M., Entropy Change of Open Thermodynamic Systems in Self-Organizing Processes, Thermal 

Science, 18 (2014), 4, pp. 1425-1432 
[54] Turner, J. S., Nonequilibrium Thermodynamics, Dissipative Structures, and Self Organization: Some 

Implications for Biomedical Research, in: (Eds. G. P. Scott, J. M. McMillin), Dissipative Structures and 
Spatiotemporal Organization Studies in Biomedical Research, Iowa State University Press, Iowa City, 
Ia., USA, 1979 

[55] Cherstvy, A. G., Electrostatic Interactions in Biological DNA-Related Systems, Physical Chemistry 
Chemical Physics, 13 (2011), 21, pp. 9942-9968 

[56] Kornyshev, A. A., et al., Structure and Interactions of Biological Helices, Reviews of Modern Physics, 
79 (2007), 3, 943 

[57] Lucia, U., Molecular Machine as Chemical-Thermodynamic Devices, Chem Phys Lett, 556 (2013), pp. 
242-244 

[58] Prigogine, I., Lefever, R., Theory of Dissipative Structures, InSynergetics (pp. 124-135). Vieweg+ 
Teubner Verlag, Wiesbaden, 1973 

[59] Prigogine, I., Geheniau, J., Entropy, Matter, and Cosmolog, Proceedings of the National Academy of 
Sciences, 83 (1986), 17, pp. 6245-6249 

[60] Prigogine, I., What is entropy? Naturwissenschaften, 76 (1989), 1, pp. 1-8 
[61] Denbigh, K. G., Note on Entropy, Disorder and Disorganization, Brit. J. Phil. Sci, 40 (1989), pp. 323-332 
[62] Bejan, A., Evolution in Thermodynamics, Applied Physics Reviews, 4 (2017), 1, 011305 
[63] Bejan, A., Life and evolution as physics, Communicative & Integrative Biology, 9 (2016), 3, e1172159 
[64] Lucia, U., Some Considerations on Molecular Machines and Loschmidt Paradox, Chem. Phys. Lett., 623 

(2015), pp. 98-100 
[65] Lucia, U., Entropy Production and Generation: Clarity from Nanosystems Considerations, Chem. Phys. 

Lett., 629 (2015), pp. 87-90 
[66] Lucia, U., Grazzini, G., The Second Law Today: Using Maximum-Minimum Entropy Generation, En-

tropy, 17 (2015), 11, pp. 7786-7797 
[67] Popović, M. E., There are Two Twin Shadows, but Einstein is One, Thermal Science, 16 (2012), 1, pp. 1-6 
[68] Mercer, W. B., The Living Cell as an Open Thermodynamic System: Bacteria and Irreversible Thermo-

dynamics, Fort Detrick Fredrick Md., Physical Science Division Biological Sciences Labs, Project 
1b061102b71a, Report N. AD0726932, 1971 

[69] Rahman, A. M., A Novel Method for Estimating the Entropy Generation Rate in a Human Body, Ther-
mal Science, 11 (2007), 1, pp. 75-92 

[70] Lucia, U., Grisolia, G., Second Law Efficiency for Living Cells, Front. Biosci, 1 (2017), 9, pp. 270-275 
[71] Alkan, S., Approximate Analytical Solutions of a Class of Nonlinear Fractional Boundary Value Prob-

lems with Conformable Derivative, Thermal Science, 25 (2021), Special Issue 1, pp. S121-S130 
 

 © 2021 Society of Thermal Engineers of Serbia.  
 Published by the Vinča Institute of Nuclear Sciences, Belgrade, Serbia. 
Paper accepted: June 174, 20201 This is an open access article distributed under the CC BY-NC-ND 4.0 terms and conditions.  

http://www.vin.bg.ac.rs/index.php/en/

