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Internal combustion engines are still the main choice when considering propul-
sion technology in the transport sector. Spark ignition units offer the advantage 
of good efficiency with simpler after-treatment systems. Lean operation is a 
promising strategy that would further improve efficiency, but requires mitigation 
of cycle-to-cycle variability. Within this context, and given the increasing trend of 
using simulation based evaluations during engine development, the current work 
investigated combustion in an optical spark ignition engine through measure-
ments and quasi-dimensional simulation. The possibility of visualizing in-cylinder 
processes provides unique insight, but also introduces complications with respect 
to commercial engines. For this reason, quasi-dimensional simulation was ap-
plied so as to better understand the factors that induce cycle-to-cycle variability. 
For the specific case of the investigated engine, cycle-to-cycle measured exhaust 
air-fuel ratio was found to be directly correlated to variations of engine output. 
Several routes of incorporating these effects into simulations were evaluated. In-
troducing a random component in the period of laminar-turbulent flame transi-
tion was found to ensure good grounds for simulating peak pressure variability. 
Indicated mean effective pressure on the other hand was found to depend less on 
the initial stages of combustion and was strongly correlated to aforementioned 
variability of exhaust air-fuel ratio. 

Key words: spark ignition engine, quasi-dimensional simulation,  
optical accessibility, cycle-to-cycle variability  

Introduction 

Fuel conversion efficiency of spark ignition (SI) engines has been continuously im-
proved, together with consistent reduction of their environmental impact [1]. One of the main 
challenges to be faced is that abnormal combustion phenomena limit peak output due to pos-
sible engine damage, as well as the maximum compression ratio that can be used [2]. It is 
therefore essential to identify appropriate control strategies to avoid knocking. Direct injec-
tion (DI) provides higher flexibility in this respect [3, 4] and combined with other systems 
such as water delivery to the intake manifold [5] or octane-on-demand concepts [6] can en-
sure high output with increased efficiency. 

Given the inherent stochastic nature of knocking, the ability to model cycle-to-cycle 
variability (CCV) can represent an important advantage when applying quasi-dimensional 
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simulation. Such approaches feature a good compromise between accuracy and computational 
effort [7]. They are not as fast as ANN based models [8] but can ensure acceptable fast-
running characteristics [9] and several levels of detail can be implemented for augmenting 
predictive capabilities [10, 11]. Data recorded on optically accessible units can ensure a solid 
starting point for model development and validation, as they feature high spatial resolution 
[12, 13]. They also provide an opportunity of better identifying the effects of mass transfer of 
unburned charge from the top-land region to the combustion chamber late during expansion. 
This phenomenon can feature flame penetration into the aforementioned crevice [14, 15] and 
may induce auto-ignition prone regions in the next cycle, thus partially explaining observed 
multi-cycle specifics of low-speed pre-ignitions [16]. 

Within this context, the present work looked at experimental data recorded on an op-
tical DISI engine and quasi-dimensional modeling of combustion was applied, with a focus on 
CCV. A semi-empirical approach was taken, by first introducing a random variation of the 
coefficient that controls the simulation of the initial combustion stage, during the transition 
from laminar to the turbulent flame regime. Correlation of engine output to exhaust air-fuel 
ratio variations were also scrutinized. Apart from providing a tool for detailed analysis, quasi-
dimensional simulation can help with better correlation of data recorded on optical engines 
and measurements performed on commercial units. More to the point, operating conditions 
specific for real-world use can be simulated in different points of the speed-load map that 
cannot be investigated due to design limitations imposed by the transparent window. As a re-
sult of this approach, a solid starting point can be provided for developing control strategies 
that are relevant for commercial engines, with the advantage of better identification of phe-
nomena through optical techniques. 

Materials and method 

Experimental data 

An experimental DISI power unit was used for performing the trials. Optical acces-
sibility was ensured through the piston crown, with a Bowditch design [17], fig. 1. Main en-
gine specifications are listed in tab. 1. 

 
Figure 1. Experimental set-up and schematic representation of acquired signals [18] 



Irimescu, A
 

Please note that throughout the text reference will be made to the firing TDC unless 
otherwise specified. References [19, 20] contain detailed description of the measurement pro-
cedure, as well as post-processing techniques [13]. 

In brief, the data was recorded during engine operation at 2000 rpm, wide open 
throttle and 12° bTDC spark timing. Injection pressure was set at 100 bar and fuel delivery 
timing was 290° bTDC. In-cylinder pressure constituted the main parameter of interest and it 
was recorded with an accuracy of ±1% and resolution of 0.2°. Other values such as intake 
pressure, temperature, air-fuel ratio (AFR) were also used as boundary conditions for the sim-
ulation. Data was averaged over 200 consecutive cycles, with identification of peak pressure, 
indicated mean effective pressure (IMEP) and exhaust lambda evaluated on a cycle-to-cycle 
basis as well. 

Table 1. Engine specifications 

Simulation model 

A complete numerical model (containing the intake and exhaust system) was built in 
the GT-POWER simulation framework [21]. More detailed information on the model and its 
calibration procedure can be found in [22]. Just to better illustrate the procedure related to 
CCV modeling, eqs. (1)-(4) are shown, as they constitute the core of the combustion sub-
model: 
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Bore × stroke 79 × 81.3 mm 

Connecting rod length 143 mm 

Cylinders 1 

Compression ratio 10:1 

IVO 3° bTDC 

IVC 36° aBDC 

EVO 27° bBDC 

EVC 0° aTDC 

Fuel system Wall guided direct injection 
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where ST [ms–1] is the turbulent flame speed, u′ [ms–1] – the turbulence intensity, Rf [m] – the 
flame radius and Li [m] – the integral length scale, Mb [kg] – the burned mass, Me [kg] – the 
entrained mass, τ [s] – the burn-up time, ρu [kgm–3] – the unburned gas density, Ae [m2] – the 
flame front surface area, SL [ms–1] – the laminar flame speed, and λT [m] – the Taylor length 
scale. 

There are three calibration coefficients, namely CTFS for the turbulent flame speed, 
CFKG for the flame kernel growth (FKG) phase and CTLS for the Taylor length scale (working 
as a proportionality factor between λT and Li). Larger values for the first two result in faster 
charge entrainment, and lower values for the third coefficient predict higher burn rates via 
eqs. (2) and (4). A detailed discussion on how these calibration parameter were handled is 
presented in the ensuing section. 

The main difference with respect to the previous version of the model [22] is that 
two random signal generators were added, one for the FKG parameter and the other for the 
fuel delivery rate of the DI component. This essentially means that for CCV simulations, the 
initial stages of combustion (i.e. the transition from laminar to turbulent) featured random 
CFKG values, and casual injected fuel quantity was modeled with uniform distribution of gen-
erated numbers. The two signal generators are highlighted with dashed lines in fig. 2. Pertur-
bations were used in the injector-DI component and within the combustion sub-model (i.e. 
even if the signals were not directly connected to the corresponding components). The range 
of random values was chosen based on experimental data, as it will be evident later on in the 
text. 

 
Figure 2. Overview of the engine model, with the two signal generators highlighted with dashed lines 

Results and discussion 

As mentioned in the experimental part, the investigated condition was at 2000 rpm, 
close to stoichiometric fueling with gasoline. This resulted in a net indicated mean effective 
pressure (IMEP) of 7.7 bar, with a coefficient of variation, COVimep, of 1.8%. One of the first 
actions that was taken when calibrating the model was to match the average experimental air 
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and fuel flow values. Using the motored pressure traces as a starting point, the compression 
ratio (CR) and blow-by area, Abb, were determined. Crevice volume, Vcr, plays an essential 
role for optical engines, and this sub-model was set so as to obtain a simulated IMEP within 
5% of the measured value. Figure 2 shows the optimized calibration parameters and resulting 
pressure trace compared to that averaged over 200 consecutive cycles. 

The actual compression ratio used in the simulation was found to be higher than the 
geometric value listed in tab. 1. This is due to a slight increase given the piston expansion ef-
fects, but also to compensate for the relatively large Vcr value required for correct simulation 
of IMEP (i.e. using the Vcr determined based on geometric dimensions of the top-land region 
height and piston-cylinder clearance value of around 3 cm3 resulted in predicted IMEP of over 
8.9 bar compared to 8.1 bar for the case shown in fig. 3). 

The CTFS and CTLS coefficients were calibrated so as to best match the pressure trace 
from ignition to its peak value. It should be noted that default values are 1. For the CFKG pa-
rameter, there is a limitation given by the non-linear influence it has on ST. Figure 4 illustrates 
the evolution of the FKG function for a range of CFKG between 0 and 2. The trace was ob-
tained by considering an average integral length, Li, of 0.2 of the bore, B, and the instance 
where the flame reaches the cylinder, rf = B/2. Another constraint is that its minimum value 
needs to be 0.1 (imposed by the simulation code). As a result, the range that was chosen for 
the random generation of FKG multiplier values during the simulation was between 0.10 and 
1.00, with 0.35 (marked with a circle in fig. 3) used for the calibration of CTFS and CTLS based 
on the pressure trace averaged over 200 consecutive cycles (the case illustrated in fig. 3). 

  
Figure 3. Measured (single line) and simulated 
(double line) in-cylinder pressure; TDC and 

ignition crank angles are marked with vertical lines 
 

Figure 4. Flame kernel growth function  
for a range of CFKG values 

In more recent versions of the GT-POWER software, there are several options for 
simulating CCV. They range from introducing a standard distribution of changes in the lam-
inar flame speed and flame kernel growth multiplier (with a typical value around 0.5) to 
simply changing the standard deviation of CTFS and CTLS. More complex models include 
perturbation of the instance when combustion starts after spark timing [23]. Several correla-
tions were identified between different factors that influence CCV, but the main conclusion 
was that local flow and turbulence characteristics play the most important role [24, 25]. Ra-
ther than using built-in CCV sub-models, the present work took a more fundamental orient-
ed approach, by looking at ways to closely identify the sources of variability in the investi-
gated optical engine. 
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With this in mind, and considering that major changes in the flame-turbulence inter-
actions are most likely during the kernel phase, it was chosen to use the random generation of 
CFKG values as the main source of cycle-to-cycle variations. The assumption was also based 
on the fact that once the flame radius exceeds the integral length scale, it is exposed to the en-
tire turbulence spectrum and can thus be considered as fully turbulent [26]. 

Once the range of CFKG was determined, simulations were performed for the mini-
mum, intermediate and maximum values (i.e. 0.10, 0.35, and 1.00). Figure 5 shows the results 
for the three cases, with measured traces chosen for three cycles out of the set of 200, with 
lowest (designated as low) and highest (fast) peak pressure, as well as the trace closest to the 
average one (avg). It should be noted that only CFKG was changed, while all other parameters 
were kept the same. 

As quite evident from the graph, only the trace closest to the average (case avg) fea-
tured acceptable prediction during the flame propagation phase (i.e. from ignition to peak 
pressure). All three cases were found to calculate lower pressure values during the expansion 
stroke. This is further evidenced by measured IMEP values of 7.64, 7.70, and 7.86 bar for the 
slow-avg-fast cases, compared to simulated figures of 8.10, 8.13, and 8.13, respectively. No-
netheless, it can stated that even with a relatively contained modification of the quasi-di-
mensional model, the effects of CCV in terms of peak pressure variation could be modeled as 
direct consequence of the interaction between the flame and turbulence during kernel growth. 
The fact that this was approached in a semi-empirical way (i.e. by implementing an assump-
tion based on the size of the kernel) can be seen as an encouraging result. 

One observation is that a relatively weak 
correlation was found between measured peak 
pressure and IMEP values; for the set of 200 
cycles that was investigated, the linear correla-
tion featured an R2 value below 0.19. Together 
with the three aforementioned simulated IMEP 
values, this observation suggests that further 
improvements could be looked for. When plot-
ting the IMEP-equivalence ratio points for the 
set of experimental data, an interesting correla-
tion emerges (fig. 6: equivalence ratio was pre-
ferred to lambda values, given the direct corre-
lation with heat input). By considering the re-
sponse time of the AFR sensor, the correspond-
ing trace was shifted by three cycles and this 
compares well to the average time lag of lamb-
da sensors of around 0.3 seconds [22]. To put 
things into perspective, an entire cycle lasts 

about 60 ms at 2000 rpm, and the mentioned average response time is equivalent to about 5 
cycles. After the shift, an inversely proportional correlation coefficient R2 of 0.64 was found 
between measured lambda and instant engine output. This fits well with the direct correlation 
between heat input and IMEP. Based on the observed variation of the signal given by the 
lambda sensor, an additional random perturbation was introduced via the injection rate of the 
DI component. Based on the minimum and maximum lambda value, a range of injection rate 
was defined and a corresponding random signal generator was added to the model. 

 
Figure 5. Measured (single lines) and simulated 

(double lines) for the three cases (slow-avg-fast) 
with defined CFKG values 
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Figure 7 shows the results of simulated 
200 consecutive cycles superimposed on lines 
that define the range of measured data. The 
FKG designates points for which only the CFKG 
parameter was random, while AFR includes air-
fuel ratio variations as well. 

As the peak pressure data shows, the var-
iation of this parameter can be relatively well 
modeled with the introduction of perturbations 
in the duration of the initial stage of combus-
tion. There is some influence of the air-fuel ra-
tio, but it can be seen as minor compared to the 
effects of FKG. Another interesting observation 
is that the actual shape of the function shown in 
fig. 4 induces a bias of simulated peak pressure 
values towards the higher range. The distribu-
tion of experimental data was more uniform, 
but also slightly biased towards the upper part 
of the interval. Randomly changing only the FKG parameter resulted in practically insignifi-
cant variations of simulated IMEP. This is emphasized by the symbols (diamond shaped in  
fig. 7, middle) that overlay the measurement average line. Adding the AFR disturbance re-
sulted in quite good match between the numerical IMEP spread and the range defined by the 
standard deviation of measured values. Predicted AFR (taken as the real time variable effec-

 
Figure 6. Measured IMEP (single line) and 
equivalence ratio (double line) for the 200 

consecutive cycles; the last three cycles are not 
shown, given the need for shifting the air-fuel 
ratio data  

  

Figure 7. Measured (lines) and simulated (symbols) 

peak pressure (top), IMEP (middle) and relative 
AFR (bottom) values for 200 consecutive cycles; for 

experimental only ranges of data are shown, as 

average (continuous line), standard deviation 
(dashed lines) and extreme (dotted lines) minimum-

maximum  
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tive lambda at EVO, updated once per cycle) also confirms the influence this parameter has 
on IMEP, with very similar distribution of the points obtained for the FKG and AFR simula-
tion cases. 

One issue is that the linear correlation between numerical IMEP and lambda values 
featured an R2 of over 0.99, much higher than the experimental figure of 0.64. This further 
emphasizes that other than the initial stages of combustion, there are additional important fac-
tors of influence with respect to engine output. Nonetheless, the fact that introducing changes 
in the fuel flow rate correctly predicted that range of IMEP CCV, together with the experi-
mental lambda values, suggest that the main phenomena can be captured by the approach. 

A possible explanation is that pressure oscillations within the fuel rail, combined 
with the response of the pressure regulating circuit, could result in modifications of injection 
rates. This is further backed by the fact that modifications of volumetric efficiency are unlike-
ly, given that air intake features relatively high reproducibility, as does the exhaust process. 
When looking at the oscillations of the lambda signal shown in fig. 6, one possible influence 
is that pressure waves and related cyclic phenomena could result in modifications of the re-
sidual gas present at the end of exhaust. Such changes, on the other hand, cannot explain the 
extensive range of data recorded via the lambda sensor (e.g. pressure at intake TDC was 
found to be within a ±6% range compared to the average, thus resulting in much more con-
tained variations of residual gas, equivalent to less than 1% changes in overall fresh charge 
mass). 

One other phenomenon that could influence IMEP is related to changes in the oxida-
tion efficiency due to the aforementioned large top-land region volume. Further development 
of the crevice sub-model could therefore provide significant improvement of predictive capa-
bilities with respect to combustion efficiency. Oxidation in chemical kinetics mode (as op-
posed to flame related entrainment and burn-up processes) in the crevice volume even after 
EVO could be a solid starting ground for predicting cyclic behavior, and may ensure signifi-
cant advantages when undertaking the previously mentioned situations of simulating knock-
ing events. Nonetheless, the chosen approach is a simple way of directly relating actual heat 
input to the phenomena that result in IMEP variations. 

An essential aspect is that the approach is semi-empirical, meaning that it started 
with the assumption that the influence on flame front propagation is most likely to be exerted 
during the kernel development phase. Also, the range in which AFR values were randomly 
varied was chosen based on measurements with a lambda sensor, therefore not directly related 
to experimental IMEP values. Of course, one of the main aspects to be further investigated is 
the ability to model CCV in a wide range of operating conditions. 

Conclusions 

Data recorded on an optically accessible SI engine was used for evaluating ways to 
simulate combustion variability in a quasi-dimensional framework. Starting from fundamental 
considerations, random variations were introduced in the flame kernel growth multiplier. As 
further development, promising results could be obtained by identifying ways to more closely 
correlate the range of flame kernel growth coefficient values to the characteristics of flame–
turbulence interaction. The range of changes in the injection rate was chosen based on cycle-
to-cycle lambda values measured at the exhaust. 

One of the main conclusions is that changes in the flame kernel growth multiplier 
could correctly simulate peak pressure extremes (i.e. the range of standard deviation from the 
average of the recorded 200 consecutive cycles). Engine output on the other hand was found 
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to be less correlated to peak pressure variations, but more directly linked to heat input. In fact, 
the random changes in the injection rate was found to correctly predict the standard deviation 
range of IMEP. 

These findings identified ways of improving CCV modeling capabilities when un-
dertaking the simulation of combustion related processes in optically accessible SI engines. 
The correlation of engine output to combustion efficiency is an interesting research opportuni-
ty in the special case of optical units, and was designated as the most promising route for fu-
ture development. Associated improvement of crevice sub-models needs to be of high priori-
ty, given that these volumes play an important role in the processes that influence overall oxi-
dation efficiency and have high potential of ensuring a route for modeling multi-cycle charac-
teristics of pre-ignition events. 
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