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This article presents the results of the study of the heat transfer in a heat ex-
changer where the working fluid is the crude oil prepared for desalination, and 
the thermic agent is the re-circulating heavy gasoline fraction. Firstly, the  
Reynolds numbers have been computed using the temperatures and flow rates of 
the fluids as input variables. Then, general regression neural network and multi-
layer perceptron were used for the outlet temperatures estimation using the inlet 
temperatures and the Reynolds numbers as input variables. The best models on 
the training dataset were obtained utilizing a multilayer perceptron with one hid-
den layer, while the best performance on the validation dataset was obtained us-
ing a multilayer perceptron network with two hidden layers 
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Introduction  

Thermal integration techniques have rapidly evolved in parallel with the evolution of 
industrial analysis and control systems. The apparition of the Pinch technique marked the 
starting point of the development of energy reduction and conservation techniques. At the be-
ginning, Pinch technique was successfully used in the analysis of simple heat exchangers 
networks. Due to its improvement, now it is also utilized in complex industrial plants. 
Through Pinch analysis and mathematical modeling, the necessary quantities of utilities in a 
process can be reduced and implicitly the total cost of the experimental or industrial installa-
tions will decrease [1]. A significant variety of computational algorithms has been developed 
the same time: Box-Jenkins methods [2, 3], non-linear programming with artificial neural 
networks (ANN) [4], fuzzy models [5], generalized disjunctive programming, and mixed-
integer non-linear programming [6].  

To facilitate the design of heat exchangers for improving the energy consumption 
and reducing the plant total cost, specialized software has been developed. Whether the plant 
is analyzed by components or as a whole, the thermic integrated processes are more unstable 
and difficult to control after integration, due to the degrees of freedom reduction. This issue 
needs to be assessed by identifying viable solutions using control schemes (proportional- 
-integral-derivative or advanced control) that are consistent with the design achieved after in-
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tegration. In the technological installations of the oil processing plants, the tubular heat ex-
changers play a major role in the thermal transfer, in processes such as heating, preheating, 
cooling, condensation, vaporization, etc. This category of equipment includes shell-and-tube 
and tube-in-tube heat exchangers. Heat exchangers shell-and-tube are the most used due to 
their simple construction, low pressure loss and easy maintenance. 

Some studies on heat exchangers concern the design and development of shell-and- 
-tube heat exchangers [7-9], plate type heat exchangers [10], applications of compact heat ex-
changers [11], an improved threshold fouling model which incorporates the effects of both 
bulk and surface temperatures [12, 13], and CFD applications in heat exchangers’ design 
[14, 15]. As an alternative to the deterministic approaches [16] for solving the problems related 
to the heat transfer, some authors chose the ANN [17-21]. Islamoglu [18] used ANN to predict 
the heat transfer rate of the wire-on-tube type HX, using a back-propagation algorithm for 
training and testing the network, with very good results (errors between 0% and 8%). Moya-
Rico et al. [19] presented an ANN model for predicting the heat transfer rate and pressure drop 
in a triple concentric-tube heat exchanger used in the food industry. The input variables were 
the helix pitch, groove depth, outer diameter, cold fluid mass-flow rate, cold fluid temperature 
at the inlet, hot fluid mass-flow rate and hot fluid temperature at the inlet, respectively. The 
outputs were the heat transfer rate, and the pressure drop. Pacheco-Vega et al. [20] applied the 
ANN to heat exchangers for refrigeration applications with atmospheric air flowing outside 
and Freon 22 flowing inside. Eleven independent input variables were used and the total heat 
rate was evaluated by a feed-forward network. Verma et al. [21] investigated the energy loss 
due to the employment of corrugated/non-corrugated pipes as outer/inner shells/tubes in a 
shell-and-tube heat exchanger utilizing ANN. Eight input parameters have been considered and 
three output parameters have been estimated (Nusselt and Reynolds numbers, and the overall 
heat transfer coefficient). Recently, Dheenamma et al. [22] developed ANN models for pre-
dicting the output plate heat exchanger parameters (overall heat transfer coefficient, effective-
ness factor, friction factor of cold and hot fluids), utilizing four (cold and hot fluid Reynolds 
and Prandtl numbers) or five (concentration of the cold fluid cold and hot fluid Reynolds and 
Prandtl numbers) input parameters. Mohanraj [23] reviewed some applications of ANN for dif-
ferent heat transfer equipment and found that most architectures of the neural networks for 
thermal analysis of heat exchangers are multilayer feed forward networks, while only very few 
are neuro fuzzy interface systems or radial biased function networks.  

This article contains the results of the heat transfer study in a heat exchanger where 
the working fluid is the crude oil prepared for desalination, and the thermic agent is the re-cir-
culating heavy gasoline fraction. The modeling has been performed in two stages. General re-
gression neural networks (GRNN) and multilayer perceptron (MLP) have been utilized for es-
timating the outlet temperatures, given the values of four input parameters. Different architec-
tures of the networks have been proposed and tested. Comparisons of results are provided. 
Based on our knowledge there is no article treating comparatively the performances of the es-
timations of the outlet temperature obtained by MLP and GRNN on the shell-and-tube ex-
changers of the type presented here.  

Methodology 

The experimental study is based on the analysis of the heat transfer realized between 
the re-circulating gasoline (twice in the shell side) and the crude oil that circulate in counter 
flow in a shell-and-tube heat exchanger which is designed, built and operates at industrial 
scale. The gasoline is generated in the distillation column of crude oil. 
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The flow in the heat exchanger considered in this study has an U-shaped design with 
a single pass for the thermal agent and two passes for the working fluid. The experiment took 
place during the normal operation of an industrial plant that is fully automated and whose 
working parameters are continuously monitored. The plant was operating in a stationary re-
gime. The change of raw material flow rate is made every few days, depending on the quanti-
ties required for delivery. This way, experimental data sets were collected for the chosen type 
of heat exchanger. The overall technological objective of the heat transfer was to assure a cer-
tain temperature of the crude oil at the exchanger outlet, to meet the temperature condition 
imposed in the subsequent processing steps. The modeling comprises two steps.  

Step 1. The input data were the temperature and flow rates of the crude oil (working 
fluid) and gasoline (thermic fluid) collected as aforementioned, while the output was formed 
by the Reynolds numbers of both fluids. 

To make an energy balance of the two fluids, the following is assumed: no heat loss, 
negligible potential and kinetic energy changes, no phase changes, constant specific heat ca-
pacity, and steady-state conditions. 

The heat transfer balance for the stationary process is satisfied by the equality be-
tween the two thermic fluxes of hot, Qh, and cold fluids, Qc, if the heat loss to the exterior is 
neglected, meaning that:  
 Qh = Qc = Q  (1) 

The heat transfer balance between the tube side and the shell side is given by:  
 h ,h h,i h,o c ,c c,i c,o( ) ( ) p pQ m c t t m c t t      (2) 

where h c and  m m  are the mass-flow rate of the hot and cold fluids, respectively, cp,h, and cp,c 
are the specific heat capacities of the hot and cold fluids, th.i, tc.i, th.o, and tc.o are the input and 
output temperatures of the hot and cold fluids, respectively. The average heat transfer differ-
ence between the sides was kept within ±2.5%. 

The specific heat capacities, cp, have been computed based on the experimental data 
(function of the chemical compound of the crude oil ) by: 

 15
15 (0.002 1.429) 0.00267  3.049pc t d t     (3) 

where t is the temperature and 15
15d  is the relative density at 15°C. 

The global heat transfer coefficient, K, can be computed by: 

 e AMQ KA t   (4) 

where Ae is the specific equivalent area of the heat transfer and ΔtAM is the arithmetic mean 
temperature difference, calculated by: 

 h,i h,o c,i c,o
AM

1  Δ  
2 2 2

t t t t
t

  
  

 
 (5) 

Since we are working in the case of the counter flow of fluids, the logarithmic aver-
age was used for the computation of the mean temperature, which is given by: 
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Taking into account the flow rate in the tube side, the hydraulic diameter and kine-
matic viscosity were computed, followed by the estimation of the Reynolds criterion, done by:  

 h Re d

n

 (7) 

where ω is the fluid mean velocity, dh – the hydraulic diameter, and n – the kinematic viscosity. 
The fluid velocity is obtained by.  

 2
e

4
π

q

d
   (8) 

where q  is the volumetric flow rate, and de is the equivalent diameter.  
For processing the experimental data and computation of the heat transfer coeffi-

cients it is necessary to know as accurately as possible the fluids’ characteristics at the work-
ing temperature. The physical properties of interest for this study are the densities of the crude 
oil and gasoline, co, g, and the kinematic viscosity of the crude oil and gasoline, nco, ng, 
[24], that have to be determined from equations characteristics to the product type. Therefore, 
the following qualitative indicators have been computed: the absolute density and the kine-
matic viscosity of the two fluids at 15.6 °C and 37.8 °C (100 F), respectively, in conformity 
with ASTM D5002-18 [25]. Then, the characteristic equations of the density vs. temperature 
and the kinematic viscosity vs. temperature for each fluid have been determined. In our case, 
the resulted fitted relationships between co, g, nco, ng, and temperature are given in:  

 co 0.0006  0.8865t     (9) 

 0.017
co 25.538 te   (10) 

 g 0.0005  0.711t     (11) 

 0.006
g 1.387 te   (12) 

Using eqs. (9)-(12), the Reynolds numbers and fluids’ velocities have been comput-
ed by eqs. (7) and (8).  

The fluids’ characteristics and geometrical parameters of the heat exchanger are the 
summarized in tab. 1. 

Step 2. At this stage, the input data were 32 data sets formed by recorded inlet tem-
peratures and the Reynolds numbers (computed at Step 1 for both fluids) and the output were 
the outlet temperatures. For modeling purposes, GRNN and MLP have been employed. They 
are artificial intelligence methods, widely used for modeling non-linear phenomena because 
they do not require an a priori specification of a certain type of equation and do not impose 
restrictions on the distribution of the input data. They are preferred due to their large applica-
bility [23, 26-28]. The ANN are such types of methods, built using a collection of nodes 
(called neurons), situated on different layers and connected between them. A neuron receives 
a signal that it processes and transmits to the neurons connected with it. A neuron has a set of 
synapses, to which a weight is associated, a function that combines the input, and an activa-
tion function, with the role of limiting the signal amplitude. 
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Table 1. Model’s parameters 

 
The GRNN are feedforward networks composed of four layers (input layer, hidden 

layer, summation layer, and output layer), formed by neurons [29]. Its structure is presented in 
fig. 1.  

The GRNN input layer is formed by one 
neuron for each predictor variable. The Hidden 
layer contains a different number of neurons, 
that can be optimized function of a given crite-
ria. When a vector is introduced in the network, 
its values are subtracted from those already 
stored in the vector containing the clusters’ cen-
tres. The squares or the absolute values of the 
differences are summed up and introduced into 
a non-linear activation function – sigmoid, in 
our case. The summation layer is formed of the 
numerator and the denominator neurons. The 
numerator stores the output of addition of the weighted values from the hidden layer. The de-
nominator stores the weighted values from the previous layer multiplied by the corresponding 
actual target value. The conjugate gradient method is employed to determine the optimal net-
work weights. The output layer is formed by one neuron, that stores the result of the division 
between the values stored by the neurons from the previous layer [27, 29]. 

A MLP has an input layer, an output layer and a variable number of hidden layers, 
fig. 2. The input layer standardizes the input variables values and then distributes them to the 
neurons in the hidden layer. A bias variable is also introduced, and distributed to the hidden 
layers, multiplied by a weight and added to the sum going into the neuron [30]. The values 
coming from the neurons from the input layer are weighted, added up together and introduced 
into a transfer function in the hidden layer. The results are transferred to the next hidden layer 
or to the output layer (function of the number of hidden layers). After an analogue weighting 
procedure, the outputs of the network are produced in the output layer.  

In the regression analysis there is a single neuron in the output layer. The activation 
function of the hidden layer is the logistic function and the activation function for the output 
layer is the linear one, in this study. 

Parameter Tube (cold fluid) Shell (hot fluid) 

Density at 15.6 °C, ρ15.6, [kg/m3] 875 705 

Kinematic viscosity at 37.8 °C, n37.8, [mms–1] 13.27 1.35 

Volumetric flow rate, ,q ṁ [m3s–1] 0.19 0.13 

Inlet temperature [°C] 15 150 

Outlet temperature [°C] 80 78 

Exterior/interior tube diameter: do/di [mm] 30/25 – 

Tube length, L, [m] 6 – 

Number of tubes, Nt  680 – 

Shell diameter, Ds, [m] – 1 

Pass number 2 1 

 
Figure 1. The GRNN structure 
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For estimating the network’s parameters, 
neural networks have to be trained, using the 
input data. Therefore, the series is divided in 
two parts, one for training and one for valida-
tion. The gradient descent algorithm is used to 
train the network [30, 31].  

The advantages of MLP are the rapidity, 
and relatively little memory resources neces-
sary, no restrictions related to the data statistical 
distribution, flexibility and strength of the back-

propagation algorithm, ability of increasing the adjustable parameters’ number [32].  
For the best model selection, the proportion of variance explained by the model, R2, 

the correlation between the actual and predicted values, the root mean squared error (RMSE), 
the mean absolute error (MAE), and the mean absolute percentage error (MAPE) are used. 
The best model is that for which the indexes have the lowest values. The measurement unit 
for RMSE, and MAE are the same as those of the variable in the model. The MAPE is a di-
mensionless parameter, measuring the average of the absolute values of the ratio between the 
modeling errors and the registered data. They are defined in: 

 
*

* * 2

1 1 1

1 1 1MAE , RMSE ( ) , MAPE
n n n

t t
t t t t

tt t t

y y
y y y y

n n n y  


        (13) 

where *,t ty y  are the actual and computed values, respectively, and n is the sample volume.  
It was chosen to compare the results obtained using GRNN against those obtained 

with MLP because, on one hand, GRNN is faster than MLP and often more accurate and rela-
tively insensitive to outliers and, on the other hand, a two layer backpropagation network with 
sufficient hidden nodes has been proven to be a universal approximator [33]. 

Data was divided in two parts, one for training and one for validation, with different 
ratio between the number of values used for training and validation (70:30, 80:20, and 90:10) 
for both algorithms. Also, the leave-one-out cross validation has been employed. This ap-
proach leaves one data point out of training data, i.e. if there are n data points in the original 
sample then, n-1 samples are used to train the model and one point is used as the validation 
set. This is repeated for all combinations in which the original sample can be separated this 
way, and then the error is averaged for all trials, to give overall effectiveness. 

For MLP, a single layer and two layers networks were considered and the optimal 
number of neurons has been selected.  

Comparisons of the results are provided. The DTREG software [34] was used for 
modeling. 

Results and discussions 

Tables 2-4 contain the results of the models' output estimation in different scenarios. 
The results from tab. 2 have been obtained by using the smallest error as optimization, for dif-
ferent ratio training: validation (70:30, 80:20, and 90:10) and leave-one-out. The number of 
neurons in the hidden layer used for modeling, after removing the unused neurons from the 
network, was 18. While for the training sets, the values of the indexes are the same (up to the 
forth decimal), for the validation, they are different, the worst ones corresponding to the ratio 
90:10, for which the correlation between the actual and predicted values is negative. The best 

 
Figure 2. The MLP structure 
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result has been obtained for the leave-one-out cross-validation, for which we remark values of 
R2 and correlation between actual and predicted values close to 1.  

Table 3 presents the results of the GRNN output estimation when the optimization 
criterion was the least number of neurons in the hidden layer. The minimum number of neu-
rons in the hidden layer was determined to be 9 and the best model is that one obtained by 
leave-one-out validation. It it a little bit worse than leave-one-out when the minimization cri-
terion was the smallest error (tab. 2, last column), but it is still very good (the values of the 
indicators in both models are quite close).  

Table 2. Output from GRNN for different ratio training: validation and the smallest error as  
optimization criterion 

Table 3. Output from GRNN for different ratio training: validation and the smallest number of  

neurons in the hidden layer as optimization criterion 

The performances of the MLP with one hidden layer are given in tab. 4. The number 
of neurons in the hidden layer was optimized by a 4-fold cross-validation and the data used 
for training and validation were analogous to those used in the GRNN case. The optimal 
number of neurons in the hidden layer is 3 for the 70:30, 80:20, and 90:10 ratios models and 2 

Index Set 70:30 80:20 90:10 Leave one out 

R2 [%] Training 95.806 95.805 95.805 95.805 

 Validation 85.108 79.123 0.000 90.804 

MAE Training 0.7229 0.7229 0.7229 0.7229 

 Validation 1.6846 3.2265 29.6978 1.1464 

RMSE Training 1.0502 1.0502 1.0502 1.0502 

 Validation 2.2982 3.1154 46.0673 1.5550 

MAPE Training 1.1182 1.1182 1.1182 1.1182 

 Validation 2.4698 2.2909 38.3702 1.7228 

Correlation actual-predicted values Training 0.9799 0.9799 0.9799 0.9799 

 Validation 0.9492 0.9060 –0.9314 0.9607 

Index Sets 70:30 80:20 90:10 Leave one out 

R2 [%] Training 92.384 92.384 92.384 92.384 

 Validation 0.000 75.473 57.567 88.539 

MAE Training 0.887 0.8872 0.8876 0.8872 

 Validation 15.3630 1.3485 4.9709 1.2272 

RMSE Training 1.4151 2.1266 1.4151 1.4151 

 Validation 31.7288 3.3768 5.3614 1.7359 

MAPE Training 1.3485 1.3485 1.3485 1.3485 

 Validation 22.007 2.9843 7.0045 1.8498 

Correlation actual-predicted values Training 0.9635 0.9635 0.9635 0.9635 

 Validation -0.1907 0.9254 0.9155 0.9446 
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neurons for leave-one-out model, tab. 4 last row. Comparing the performances of MLP mod-
els with one hidden layer, tab. 4, the best one in terms of training is that one with the ratio 
70:30, while for the validation, differences are notices. The best R2 is observed for the model 
with the ratio 90:10, while the best MAE, RMSE and correlation between the actual and pre-
dicted values are observed for the leave-one-out experiment. 

Table 4. Output from MLP with one hidden layer for different ratio training: validation and the 
smallest error as optimization criterion 

 
Figure 3 illustrates the residual variance variation with respect to the number of neu-

rons in the hidden layer in GRNN and MLP models when the optimization criterion was the 
smallest error. One remarks a significant variance variation function of the neurons number, 
especially for MLP. The residual variance in the GRNN models is smaller compared to that 
for MLP models, but the one with three neurons in the hidden layer. This confirms the finding 
from tabs. 2-4.  

Index Sets 
1 hidden layer 

70:30 80:20 90:10 Leave one out 

R2 [%] Training 99.568 98.797 98.977 97.665 

 Validation 88.971 92.698 93.804 87.816 

MAE Training 0.2045 0.3347 0.3312 0.5997 

 Validation 1.4918 1.6198 1.7943 1.4831 

RMSE Training 0.3088 0.5091 0.4692 0.7834 

 Validation 1.9778 1.8425 2.0488 1.7898 

MAPE Training 0.3236 0.5162 0.5134 0.9155 

 Validation 2.1927 2.4213 2.7895 2.2166 

Correlation actual-predicted values Training 0.9978 0.9939 0.9949 0.9883 

 Validation 0.9621 0.9681 0.9967 0.9379 

No of neurons  3 3 3 2 

 
Figure 3. Variance of residual variance function of the number of neurons in the hidden layer for  

(a) GRNN, (b) MLP with one hidden layer 
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Table 5 contains the results of the MLP models when the ratio between the training 
and validation sets is 70:30 with two hidden layers (HL1 and HL2) for different numbers of 
neurons in the hidden layers. These results are better than those obtained by models with other 
ratios (not presented in this article for the lack of space). The number of neurons in HL2 was 
fixed, then the number of neurons in HL1 was optimized. Among these models, that with 2 
neurons in HL1 and 5 neurons in HL2 is the best.  

Table 5. Output from MLP with two hidden layers (HL1, HL2) for the ratio 70:30 between training: 
validation and the smallest number of neurons as optimization criterion 

Comparing the MLP networks, the model with one hidden layer and ratio 70:30 (tab. 
4, column 3) remains the best on the training data set, while the MLP model with 2 neurons in 
HL1 and 5 neurons in HL2 (tab. 5) is the best on the validation set. The performances of the 
last model can be visualized on fig. 4, for the training dataset (a) and for the validation one, 
fig. 4. On these charts, the actual values are plotted against the predicted ones. For a perfect 
model, the actual and predicted values are equal, so situated on the first diagonal of the chart. 
fig. 4(b) shows a very good correlation between the actual and predicted values on the train-

Neurons’ no 
Index R2 [%] MAE RMSE MAPE Correlation  

actual-predicted values HL 1 HL2 

2 11 
Training 96.114 0.7811 0.8583 1.1673 0.9804 

Validation 87.672 1.6414 2.0910 2.4090 0.9515 

2 10 
Training 96.61 0.6153 0.8653 0.9139 0.9830 

Validation 84.218 1.7497 2.3658 2.5449 0.9287 

7 9 
Training 94.994 0.8833 1.0515 1.3407 0.9748 

Validation 92.242 1.5070 1.6588 2.2660 0.9679 

4 8 
Training 95.414 0.8536 1.0064 1.2867 0.9769 

Validation 94.94 1.2447 1.3397 1.8592 0.9808 

3 7 
Training 94.994 0.8833 1.1057 1.3407 0.9748 

Validation 88.964 1.6236 1.9784 2.3841 0.9619 

6 6 
Training 97.992 0.4812 0.6659 0.7322 0.9899 

Validation 88.951 1.5997 1.9795 2.3517 0.9597 

2 5 
Training 98.315 0.4374 0.6101 0.6750 0.9917 

Validation 96.09 1.0260 1.1776 1.5922 0.9808 

4 4 
Training 95.985 0.7880 0.9417 1.1802 0.9798 

Validation 90.986 1.4344 1.7880 2.0997 0.9686 

5 3 
Training 97.099 0.6532 0.8005 0.9806 0.9854 

Validation 89.828 1.5761 1.8994 2.3268 0.9659 

2 2 
Training 96.329 0.6929 0.9005 1.0290 0.9815 

Validation 85.973 1.7603 2.2305 2.5764 0.9394 

4 1 
Training 86.142 1.3069 1.7495 1.9800 0.9281 

Validation 91.821 1.3980 1.7032 2.1226 0.9706 
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ing set and an almost perfect correlation between the actual and predicted values on the vali-
dation data. See that in fig. 4(b) the points whose coordinates (measured value, computed val-
ue) are situated on the first diagonal of the coordinates axes. This means that the model 
learned very well the values on the training dataset and applied what it learned on the valida-
tion dataset. 

 
Figure 4. Actual vs. predicted values of outlet temperatures on (a) the training data set and  
(b) the validation data set 

Conclusions 

In the present study, GRNN and MLP were applied to predict the outlet temperature 
for heat shell in tube, exchangers using data retrieved from an industrial plant. The network 
was trained using different percentages of the input data. While for training all the algorithms 
worked very well, for validation, MLP was superior. It is shown that the best results were ob-
tained using MLP with a ratio of 70:30 for the training and validation sets. The GRNN models 
give competitive results as well for the ratio 70:30 for the training and validation sets and 
leave-one-out optimization methods. These results, together with those from the literature 
mentioned in Introduction show that these types of networks can be successfully used in the 
study of heat transfer in heat exchangers. 

For a future work we shall consider the optimization of the heat transfer in different 
types of heat exchangers, and numerical comparison of different optimization techniques, as 
in the articles [35-37].  

Nomenclature  

A – surface area, [m2] 
cp – specific heat capacity, [Jkg–1K–1] 
Ds – shell diameter, [m] 
d – tube diameter, [m] 
dh – hydraulic diameter, [m] 

15
15d  – relative density at 15 °C, [–] 

K – global heat transfer coefficient, [Wm–2K–1] 
L – effective shell length, [m] 
ṁ – mass-flow rate, [kgs–1] 
Nt – number of tubes 
q  – volumetric flow rate, [m3s–1] 
Q – termic flux, [W] 
Re – Reynolds number, (= ωdh/n), [–] 
t – temperature, [°C] 

ΔtLMTD – logarithmic mean temperature  
difference, [°C] 

ΔtAM – arithmetic mean temperature  
difference, [°C] 

Greek symbols 

ω – mean velocity, [ms–1] 
ρ – density, [kgm–3] 
ν – kinematic viscosity, [m2s–1] 

Subscripts and superscripts 

c – cold 
cf – counter flow 
co – crude oil 
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e – equivalent 
h – hot 
g  – gasoline 
i – in 
o – out 
Acronyms 

ANN – artificial neural network 

GRNN – generalized regression neural network 
HL1 – hidden layer 1 
HL2 – hidden layer 2 
MAE – mean absolute error  
MAPE – mean absolute percentage error  
MLP – multilayer perception 
RMSE – root mean squared error  
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