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Feedforward neural network models are created for prediction of heating en-
ergy consumption of a university campus. Actual measured data are used for 
training and testing the models. Multistage neural network ensemble is pro-
posed for the possible improvement of prediction accuracy. Previously trained 
feed-forward neural networks are first separated into clusters, using k-means 
algorithm, and then the best network of each cluster is chosen as a member of 
the ensemble. Three different averaging methods (simple, weighted, and medi-
an) for obtaining ensemble output are applied. Besides this conventional ap-
proach, single radial basis neural network in the second level is used to aggre-
gate the selected ensemble members. It is shown that heating energy consump-
tion can be predicted with better accuracy by using ensemble of neural net-
works than using the best trained single neural network, while the best results 
are achieved with multistage ensemble.  
Key words: heating consumption prediction, neural networks, 

k-means clustering, multistage ensemble 

Introduction 

Considering the constant growth of energy consumption, especially after the emana-
tion of the EPB European Directive [1], energy sustainability and greenhouse gas reduction 
have become a world-wide challenge. In Europe, buildings account for 40% of total energy 
use and 36% of total CO2 emission [1], so the estimation of building consumption plays a 
very important role in energy management. Besides the conventional methods based on solv-
ing of equations describing heat transfer, identification and prediction methods with statistical 
analysis of real energy use are nowadays important topics of research. One of the reasons is 
that, due to the complexity of the building energy systems and behavior, non-calibrated mod-
els cannot predict well building energy consumption, so there is a need for real-time image of 
energy use in buildings (using measured and analyzed data). The classical approach to esti-
mate the building energy use is based on the application of a model with the known system 
structure and properties, as well as forcing variables (forward approach, white box). Using 
software tools available on the market (TRNSYS, BLAST, ESP-r, HAP, APACHE, etc.) re-
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quires extensive knowledge of numerous building parameters (constructions, systems) and 
behavior, which are usually not available or difficult to collect, especially for the existing 
buildings. In recent years, there is an increased interest in a different approach to building en-
ergy analysis, which is based on the so called inverse or data-driven models [2]. In a data-dri-
ven approach, the development of the inverse model involves determination of mathematical 
relationship between independent and dependent variables. All input and output variables are 
required to be known and measured. These models are often called black box models, since 
there is no need for detailed knowledge of physical characteristics of a building. The data-dri-
ven approach is useful when the building (or a system) is already built, and actual consump-
tion (or performance) data are measured and available. The main drawback is that significant 
number of measured data is required. Creating these models involves various statistical tech-
niques. Artificial neural networks (ANN), with their self-learning capability and possibility to 
be a universal approximator, are the most used artificial intelligence models for different 
types of prediction. Vujić [3] used experimental and meteorological data to develop a feed-
forward neural network (FFNN) model for prediction of daily concentrations of air pollution 
in city of Subotica, Serbia. Ganapathy et al. [4] predicted various emissions of Diesel engine 
with satisfying accuracy. Ćirić et al. [5] compared different computational intelligence meth-
odologies based on ANN used for forecasting the emission of CO2 in the city of Nis, Serbia. 
Ozener et al. [6] showed that the ANN approach can be used for accurately predicting charac-
teristic values of an internal combustion engine. Ekici and Aksoy [7] developed the backprop-
agation three-layered ANN for the prediction of the heating energy requirements of various 
buildings. Dombayci [8] used hourly heating energy consumption for a model house calculat-
ed by degree-hour method for training and testing the ANN model. Ekonomou [9] compared 
the ANN prediction results with the real long-term heating energy consumption and results 
produced by linear regression and support vector machine model. A review of the different 
neural network models used for building energy prediction can be found in [10]. The ensem-
ble of neural networks is a very successful technique where the outputs of a set of separately 
trained neural networks are combined to form one unified prediction [11]. Since an ensemble 
is often more accurate than its members, in recent years there have been many examples of 
successful applications in various fields: time series prediction [12], weather forecasting [13], 
load prediction in a power system [14]. In this paper, possible improvement of prediction ac-
curacy by using ensemble of FFNN is investigated. 

Feedforward neural network 

The ANN is a computational structure inspired by a biological neural system. The 
FFNN architecture consists of an input layer, an output layer, and one or more hidden layers 
built of processors called neurons, which are fully interconnected with neurons in the subse-
quent layer using adaptable weighted connections. The non-linear activation functions in the 
hidden layer neurons enable the neural network to be a universal approximator. During train-
ing process, the weights are adjusted so that the network can produce the desired response to 
the given inputs. The backpropagation learning algorithm and the algorithms derived from it 
are the most widely applied for minimization of error function. They use a gradient descent 
technique to minimize the cost function, which is the mean square difference between the de-
sired and the actual network outputs. In this study, a multilayer feedforward network with a 
single hidden layer and backpropagation learning algorithm are used. In the first stage of 
backpropagation learning algorithm (forward pass), synaptic weights of the network are all 
fixed and actual response of the network is obtained based on input training dataset presented 
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to the network input layer. The network output is compared with the desired values, the error 
signal is propagated backwards, and the weights are modified consequently (backward pass). 

Artificial neural network ensembles 

In order to improve efficiency and overcome some generalization issues of single 
neural network models in various engineering problems, the concept of neural network en-
semble was introduced. It has been proven that a simple combination of outputs of many neu-
ral networks can generate more accurate predictions and significantly improve generalization 
ability than that of any of the individual networks [15]. As the individual networks tend to 
make errors on different parts of the input space, various studies showed that a good ensemble 
is the one where the single networks (ensemble members) have both accuracy and diversity 
[16]. The key issue is how to select the aggregate members in order to attain the optimal com-
promise between these two conflicting conditions [17]. The accuracy described by some pre-
diction indicator (commonly the mean squared error) is achieved by proper training algo-
rithms of neural networks. The most widely used approaches for obtaining diverse individual 
predictors (members) can be divided into three groups [18, 19]. The 1st group of methods re-
fers to training individuals on different adequately-chosen subsets of the data set, including 
two important techniques: bagging [20] and boosting [21]. The 2nd group uses variation of to-
pologies, by varying number of input and/or hidden nodes, initial weight sets, training algo-
rithms, or even networks with different types. The 3rd group is named selective approach 
group, where the diverse components are selected from a number of accurately trained net-
works. Various algorithms for selecting ensemble components can be found in literature, such 
as: generic algorithm [22], pruning algorithm [23], selective algorithm based on bias/variance 
decomposition [24], etc. Clustering technology can be used to divide all networks into some 
groups (clusters) according to similarity of the networks. Then, the most accurate individual 
in each group of the validation set is selected, and finally, all selected individuals construct 
the ensemble. 

The k-means for selecting ensemble members 

Qiang et al. [16] created the clustering-based selective neural network ensemble us-
ing k-means and compared this method with two main ensemble approaches: bagging and 
boosting. Due to the ease of implementation, simplicity, efficiency and empirical success,  
k-means clustering, proposed by MacQueen [25], is one of the most popular methods for da-
taset partitioning. In selecting neural network ensemble members by using k-means, the goal 
is to divide prediction data achieved by individual networks y = {y1, …, yr} into m clusters, 
where number of elements in each cluster is ni, and the center of cluster is ci. So, clustering 
can be achieved by finding ci which makes: 
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minimized. Consequently, after clustering, the diversity between networks in different cluster 
groups is greater than the one within the same group. The diversity is maintained by choosing 
the most accurate network in each group as a member of the ensemble. In k-means algorithm, 
cluster number m must be determined in advance, and the optimal value can be selected com-
paring ensemble prediction indices by trial and error methods. As one of the most popular ap-
proaches for combining the selected network outputs, the linear combination of the outputs of 
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ensemble members is used (simple, weighted, and median based averaging). Different ap-
proach comprises using neural network for combining the selected ensemble members, as in 
[26] where authors proposed the system consisting of two ANN assembled in a hierarchical 
order. In this paper, radial basis function network (RBFN) is proposed for combining ensem-
ble members selected by k-means clustering. 

Radial basis function network 

In this paper, a RBFN, as FFNN, is considered as multi-input, single-output system 
consisting of an input layer, one hidden layer, and an output layer. The RBFN uses the non-
linear radially symmetrical function as an activation function in the hidden layer, and the out-
put of each hidden neuron depends only on the radial distance between the input vector and 
the center of the hidden neuron. The Gaussian function is adopted as activation function in 
this study. For a RBFN with an n-dimensional input x ∈ Rn, the output of the jth hidden neuron 
is given by: 

 ( ) (|| c ||), 1, 2, ...,j j jh x x j mj= − =  (2) 

where c j
 is the center (vector) of the jth hidden neuron, m – the number of neurons in the hid-

den layer, and ϕ(∙) – the radial basis function. The output layer neurons have a linear transfer 
function. The kth output of the network is obtained by the weighted summation of the outputs 
of all hidden neurons connected to that output neuron: 
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where wkj is the connecting weight between the jth hidden neuron and the kth output unit,  
wk0 – the bias, and m – the number of the hidden layer neurons. The training of RBFN usually 
comprises two stages: unsupervised procedure (for example some clustering algorithm or self- 
-organizing map) to adjust parameters of radial basis function (centers and widths) in the 1st 
stage, and in the 2nd stage adopting of weights of the output layer by applying supervised 
training algorithm (such as gradient method or the least mean square algorithm). 

Case study 

University campuses, as specific groups of diverse buildings (classrooms, sport facili-
ties, laboratories, kitchen, etc.) with significant energy consumption, can represent a small-scale 
town [27]. Also, because of their educational purpose, they are adequate examples for students 
to understand energy consumption patterns of group of mixed use buildings. Norwegian Univer-
sity of Science and Technology (NTNU) campus Gloshaugen consists of 35 buildings, with to-
tal area of approximately 300,000 m2. Building and energy management system and web-based 
energy monitoring system (energy remote monitoring – ERM) are available at NTNU. There are 
46 heating meters installed in campus. Hourly heat and electricity consumption from all meters 
can be collected on ERM [28]. The main meter is installed by the district heating supplier, so it 
was taken as relevant. Daily heating energy consumption was analyzed in this paper.  

Data pre-processing 

Meteorological data were gathered from the local weather station Skjetlein, Lein-
strand, Norway [29]. The heating season is defined as the period starting from the day the 
mean daily temperature falls below 11 °C during the autumn and lasting until the day it rises 
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above 9 °C during the spring [30]; it usually lasts 251-280 days [31]. The optimal number of 
neural network models is determined by the results of analysis of the mean daily outside tem-
peratures for years 2006 until 2014, as the most influencing variable on heating energy con-
sumption. The average mean daily temperatures, with maximum and minimum for the specif-
ic date [29] are shown in fig. 1. Consequently, database is divided in periods: 
– cold period – from January 1st until March 31st and from November 1st until December 31st,
– mild period – from April 1st until June 15th and from September 16th until October 31st,

and
– warm period (outside the heating season) – June 15th until September 15th is excluded from

the analysis.
This database partitioning suggests that separate network models should be devel-

oped for each period, rather than using one for the whole year. In this paper, only the cold pe-
riod (with biggest heating energy consumption) is analyzed. 

Figure 1. Average mean daily temperature for years 2006-2014 

The influence of the day type on heating energy consumption is also analyzed. 
Based on the correlation of the daily heating energy use and the mean daily outside tempera-
ture for each day of the year 2012 (fig. 2), it can be seen that there is no significant difference 
among working days. Heating is not switched off during weekends, only the design set-point 

Figure 2. Correlation of the daily heating energy consumption with the mean daily outside 
temperature for the year 2012  
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is lowered, thus lower the trendlines for saturday and sunday. Holidays and exam periods 
have the same set-points as regular working days. These conclusions implicate that there 
should be created two networks: one for the working days, and other for the weekend. In this 
paper, the network for working days in the cold period is analyzed. 

The ANN model development 

The selection of the input variables plays a key role in building the ANN prediction 
model, so there are many different studies dealing with the impact of various variables on en-
ergy consumption. The influence of hourly values of solar radiation and wind speed on heat-
ing demands of building complex heated by district heating system was confirmed in the em-
pirical research conducted by Wojdyga [32]. The input variables for the neural network mod-
el, considered in this study, are: the mean daily outside temperature [°C], the mean daily wind 
speed [ms–1], total daily solar radiation [Whm–2], the minimum daily temperature [°C], the 
maximum daily temperature [°C], relative humidity [%], day of the week, month of the year. 
As an additional input, it is selected the heating consumption of the previous day based on the 
results of partial autocorrelation, which measures how a series is correlated with itself at dif-
ferent lags. The ANN architecture used in this study is a three-layer FFNN composed of one 
input layer, one output layer with linear activation functions and one hidden layer with sig-
moidal activation functions and Levenberg-Marquardt learning algorithm. Number of neurons 
in hidden layer is varied and the best results are achieved with ten neurons. For training all the 
networks, data for the working days in the cold period (from January 1st until March 31st and 
from November 1st until December 31st) of the years 2009, 2010, and 2011 were used (318 
samples in total), and the year 2012 (100 samples) for testing. Data with obvious errors and 
heat meter malfunctions were removed from the dataset. All variables are normalized to val-
ues between 0 and 1. The prediction accuracy is measured by the coefficient of determination 
(R2), root mean square error (RMSE), and the mean absolute percentage error (MAPE).  

Neural network ensemble 

The main idea of this paper, is to propose a multistage neural network ensemble. 
First, 50 separately trained FFNN with satisfying accuracy are chosen as possible members. 
Next task is to ensure also the diversity between individual members. The k-means clustering 
technology is employed to divide all networks into some groups (clusters) according to simi-
larity of the network outputs. Then, the most accurate individual in each group on the valida-
tion set is selected. In that way, both accuracy and diversity are gradually achieved. Finally, 
all selected individuals construct the ensemble. 

In this paper, four different methods (combinations of members) for creating ensem-
ble are used:  
– the simple average, determines the ensemble output by taking the average of all outputs 

provided by the individual classifiers (ensemble SAV), 
– weighted average, the ensemble output is given by the weighted average of its components 

(ensemble WAV), 
– median based averaging (ensemble MAV), and 
– multistage ensemble: RBFN in the 2nd level.  

The proposed algorithm for creating ensembles is shown in fig. 3. Besides first three 
conventional methods, that are most widely used, the multistage approach, which is expected 
to give an even better improvement in accuracy, is proposed. The 2nd level consists of a single 
RBFN, which is used as an ensemble`s integrator of selected members in order to  
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Figure 3. Proposed neural 
network ensemble 

 
approximate the best combination function. A customized RBFN function available in 
MATLAB, which iteratively creates a radial basis network one neuron at a time, is used to 
develop the second stage network. The radius value (known as spread) of the radial basis 
function was varied for the best performance of the RBFN. 

Results and discussion 

The parameter to be predefined in k-means clustering is the number of clusters. 
Since there is no perfect mathematical criterion for selecting the optimal number of clusters, 
numerous heuristics and index methods are available in literature. The other way is to run  
k-means separately for various cluster numbers, and select the one where the ensemble pre-
diction achieves the best results. Therefore, in this study, number of clusters is varied from  
2-10 for all four methods. The number of networks in the ensemble is equal to cluster number 
because one best network in each cluster is selected to join the ensemble. In tabs. 1 and 2, 
prediction indices for training and testing the models, respectively, are presented.  

Table 1. Prediction indices for training networks 

The best trained FFNN is used as a reference. The results show that no matter how 
many networks are in the ensemble, it is always better than the single FFNN. Comparing to  

Number of clusters 2 3 4 5 6 7 8 9 10 

R2 
[–] 

Best FFNN 0.9850 0.9850 0.9850 0.9850 0.9850 0.9850 0.9850 0.9850 0.9850 

Ensemble SAV 0.9866 0.9863 0.9863 0.9866 0.9866 0.9873 0.9870 0.9869 0.9867 

Ensemble WAV 0.9866 0.9863 0.9865 0.9870 0.9870 0.9877 0.9876 0.9875 0.9874 

Ensemble MAV 0.9866 0.9857 0.9858 0.9860 0.9860 0.9870 0.9867 0.9872 0.9868 

Multistage 0.9866 0.9864 0.9866 0.9870 0.9871 0.9877 0.9877 0.9874 0.9874 

RMSE 
[kWh] 

Best FFNN 6942.4 6942.4 6942.4 6942.4 6942.4 6942.4 6942.4 6942.4 6942.4 

Ensemble SAV 6445.8 6648.0 6524.1 6417.6 6407.0 6240.5 6298.2 6337.5 6415.2 

Ensemble WAV 6447.2 6550.4 6440.4 6312.2 6294.6 6130.3 6143.2 6180.2 6198.5 

Ensemble MAV 6445.8 6705.7 6619.1 6563.7 6543.5 6290.8 6379.0 6266.0 6388.3 

Multistage 6377.0 6421.2 6373.3 6279.7 6262.6 6119.1 6128.0 6200.3 6178.6 

MAPE 
[%] 

Best FFNN 3.5614 3.5614 3.5614 3.5614 3.5614 3.5614 3.5614 3.5614 3.5614 

Ensemble SAV 3.3706 3.3524 3.2418 3.2276 3.2403 3.1588 3.1065 3.1749 3.2514 

Ensemble WAV 3.3654 3.3193 3.2169 3.2278 3.2329 3.1504 3.1062 3.1883 3.1900 

Ensemble MAV 3.3706 3.3657 3.2375 3.2420 3.2602 3.1366 3.1070 3.1545 3.2301 

Multistage 3.3138 3.1980 3.1661 3.1655 3.1946 3.1354 3.0870 3.1699 3.1727 
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Table 2. Prediction indices for testing networks 

conventional averaging methods, multistage ensemble with RBFN in the 2nd level offers the 
improved performance, as can be seen in figs. 4 and 5. Multistage network ensemble predic-
tion model can be viewed as a non-linear mapping that can be represented by: 

 1 2( , , ... )ˆ my f y y y=  (4) 

where y1,…ym are the outputs of the selected single neural network predictors, and ŷ – the ag-
gregated output (ensemble prediction result), and f – the function determined by RBFN training. 

   
Figure 4. Prediction indices of all models with different number of clusters for training 

Number of clusters 2 3 4 5 6 7 8 9 10 

R2 
[–] 

Best FFNN 0.9773 0.9773 0.9773 0.9773 0.9773 0.9773 0.9773 0.9773 0.9773 

Ensemble SAV 0.9806 0.9804 0.9803 0.9811 0.9816 0.9814 0.9818 0.9804 0.9804 

Ensemble WAV 0.9806 0.9801 0.9801 0.9814 0.9818 0.9815 0.9821 0.9811 0.9813 

Ensemble MAV 0.9806 0.9801 0.9809 0.9821 0.9821 0.9806 0.9818 0.9812 0.9807 

Multistage 0.9805 0.9803 0.9809 0.9818 0.9820 0.9818 0.9821 0.9814 0.9815 

RMSE 
[kWh] 

Best FFNN 9829.7 9829.7 9829.7 9829.7 9829.7 9829.7 9829.7 9829.7 9829.7 

Ensemble SAV 9101.2 9466.1 9044.5 8877.1 8710.5 8895.1 8622.6 8823.7 9108.2 

Ensemble WAV 9065.5 9228.0 8902.9 8720.5 8644.3 8812.2 8702.2 8991.4 9004.5 

Ensemble MAV 9101.2 9230.2 8870.8 8709.3 8582.1 8896.6 8581.7 8700.2 9085.7 

Multistage 8655.0 8650.1 8681.0 8449.7 8445.0 8625.0 8547.9 8715.4 8806.8 

MAPE 
[%] 

Best FFNN 6.3049 6.3049 6.3049 6.3049 6.3049 6.3049 6.3049 6.3049 6.3049 

Ensemble SAV 5.8460 6.2800 6.0255 5.8500 5.7336 5.7953 5.5400 5.6073 5.8726 

Ensemble WAV 5.8198 6.0304 5.9122 5.6944 5.6270 5.7372 5.6496 5.6831 5.7635 

Ensemble MAV 5.8460 6.0520 5.9033 5.6614 5.6158 5.6827 5.4982 5.5433 5.8601 

Multistage 5.5830 5.5774 5.6545 5.5134 5.5170 5.6088 5.4934 5.5277 5.5674 
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Figure 5. Prediction indices of all models with different number of clusters for testing 

Best results are achieved using the multistage ensemble with eight clusters, R2 =  
= 0.9877, RMSE = 6128 kWh, MAPE = 3.0870% for training, and R2 = 0.9821, RMSE =  
= 8581.7 kWh, MAPE = 5.4934% for testing data. Figures 6 and 7 present the comparison of 
the prediction results using multistage ensemble of eight neural networks with the actual 
measured heating energy consumption data for the training and test period, respectively. 

Figure 6. Prediction results of the 
multistage ensemble with eight clusters  
for the training period 

 

Figure 7. Prediction results of the 
multistage ensemble with eight clusters  
for the test period 

 

Conclusion 

The 1st stage of creating neural network ensemble for prediction of heating energy 
use of NTNU campus Gloshaugen consists of training 50 different FFNN based on the coldest 
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period in the years 2009, 2010, and 2011 (318 samples), and tested for the year 2012 (100 
samples). The main issue in ensemble technique is to achieve both accuracy and diversity of 
ensemble members. The accuracy is obtained by applying adequate training algorithm and se-
lecting the number of neurons in the hidden layer by trial and error methods. The k-means, as 
one of the most used clustering technique, is used to separate previously trained networks into 
clusters, and the best network of each cluster is selected as the ensemble member. Ensemble is 
trained and tested for various numbers of clusters. Three different averaging methods are used 
for creating ensemble: simple, weighted, and median based. Averaging the predictions of 
these networks resulted in an improvement in accuracy over the predictions of the best trained 
individual FFNN. New individual neural network is used as an integrator, by taking FFNN 
outputs as input. Multistage model, using RBFN in the 2nd level is proven to be most effective 
for various numbers of clusters. In this paper, we have demonstrated that multistage ensem-
bles, where the adaptive properties of a second layer network are used to combine the outputs 
of the individual ensemble members, offer enhanced performance over conventional combin-
ing methods and best trained single network. 
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