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The optimization in the simulation time of non-isothermal filling process without losing 
effectiveness remains a challenge in the resin transfer moulding process simulation. We 
are interested in this work on developing an improved computational approach based on 
finite element method coupled with control volume approach. Simulations can predict the 
position of the front of resin flow, pressure and temperature distribution at each time 
step. 
Our optimisation approach is first based on the modification of conventional control 
volume/finite element method, then on the adaptation of the iterative algorithm of 
conjugate gradient to Compressed Sparse Row (CSR) storage scheme. The approach has 
been validated by comparison with available results.  
The proposed method yielded smoother flow fronts and reduced the error in the pressure 
and temperature pattern that plagued the conventional fixed grid methods. The solution 
accuracy was considerably higher than that of the conventional method since we could 
proceed in the mesh refinement without a significant increase in the computation time. 
Various thermal engineering situations can be simulated by using the developed code. 
 
Key words: Resin transfer moulding (RTM), Control Volume/Finite Element Method 
CV/FEM, conjugate gradient, sparse matrix. 

 
Introduction 
 
In today’s highly competitive global economy, the need for materials with the right properties to meet 
the demands of design, environment, durability and economics is growing. Composite materials, with 
their high strength and stiffness-to-weight ratios, have many advantages and are a desirable 
engineering material. Thousands of products are moulded each year utilizing reinforced composites: 
aerospace [1], automotive parts [2], sports, electric and recreational equipment, boats and business 
machines to name a few. 
Among a variety of composite moulding process, Resin Transfer Moulding (RTM) offer the 
maximum design versatility and excellent cost/performance characteristics. In RTM process; a special 
formulated thermosetting resin is injected into a closed mould containing the dry reinforcement 
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material that has been shaped into a preformed piece. After the mould is completely filled, the resin 
cures due to higher temperature of the mould.  
The mould filling process is a very important and complex step in the resin transfer moulding, 
governing the performance of the final product and tool design. It is affected by several parameters 
comprising of mould geometry, inlet gate(s) location, injection pressure or flow rate, resin rheology, 
permeability and thermal conductivity of fibrous media and temperatures of mould wall and inlet 
resin. Heat transfer from the mould wall decreases the resin viscosity and reduces the mould filling 
time, but the temperature rise activates the curing reaction, leading to significant temperature gradient 
[3], which leads to residual stresses in the part. Optimization of all earlier-mentioned parameters by 
experimental works is a costly and time-consuming task. Alternatively, thermal engineering has 
become a cost effective tool, it demonstrates its applicability and its ability to understand thermo 
mechanical phenomena involved during the various stages of RTM process, whose inclusion is of 
definite need for a better prediction of optimum parameters that can design the composite parts with 
high performance and low cost. Heat transfer continues to be a major field of interest to engineering 
and scientific researchers, as well as designers, developers, and manufacturers. A variety of numerical 
studies has been interested on the simulation of heat transfer and resin curing during the RTM 
process, Choi et al. [4] have developed a methodology to manage the heat generated by the cure 
reaction that minimizes the temperature gradients before the resin solidify. Guo et al. [5] have studied 
the filling and curing of tick composite parts, Lam et al. [6] have interested on the determination of an 
improved kinetic model suitable to tick composite part. Tuncol et al. [7] have developed a 
mathematical model based on 1D flow and 2D unsteady energy conservation to investigate the heat 
transfer between resin and mould walls. 
The RTM filling process is considered as a free boundary problem that have been simulated over the 
past decade [8-12]. This problem has been studied by two different procedures; the first one is a 
moving grid scheme; it often gives accurate representation of flow front position. But, since the 
calculation domain should be remeshed at each time step, it is computationally very time consuming 
and very difficult for the mould with inserts or multiple injection gates. Trochu and Gauvin [13], and 
Hattabi et al. [14] have proposed numerical simulations based on boundary-fitted coordinates finite 
difference method. Yoo and Lee [15] developed the boundary element method for mould filling 
process. A numerical simulation based on finite element method was proposed by Chan and Hwang 
[16] using quadrilateral elements to study isothermal and non isothermal filling but the applications 
were limited to rectangular moulds. The second approach is fixed grid mesh that is based on a control 
volume (CV) finite element (FE) method. This later has become the most versatile and 
computationally efficient way to solve the filling process. In this method one does not need to 
regenerate the mesh, since a fixed grid scheme is used. Fixed grid simulation is very useful for 
processes of material growth involving solid/liquid phase change as it is prouved by El Ganaoui et al. 
[17]. A. Shojaei et al. [18] simulated mould filling process using FE/CV formulations. They employed 
Galerkin finite elements to solve the pressure in the solution domain and used a control volume 
approach to find the flow front location at each time step.  
The RTM process has been the subject of many experimental and numerical studies. But the major 
barrier encountered here is the simulation time, since a mould with a few thousands of nodes requires 
many hours of calculation. We are therefore interested in our study to optimize the time of calculation 
and occupation memory of the numerical simulation method. This is done by the modification of the 
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conventional finite element method and secondly by the adaptation of the classical conjugate gradient 
algorithm to the compressed sparse storage CSR scheme. The improved algorithm is then used to 
predict heat and mass transfers within the RTM process.  
 
Basic considerations 
 
Resin flow model 
 
During mold filling, resin flows through a fiber bed. The filling process can be studied based on a 
microscopic or a macroscopic scale. Since the microscopic approach deals with the complicated local 
flow field between the fiber bundles, the macroscopic approach has become a common approach for 
simulation of the RTM process. In macroscopic approach, the filling process can be regarded, as 
liquid flowing through porous media, where we assume that the flow is fully saturated, such an 
assumption allows one the use of the quasi-steady-state approximation for the flow of resin. Thus, the 
continuity equation for an isothermal incompressible fluid flow inside a fiber preform is expressed as: 

.V 0∇ =                                                                     (1) 

To describe the flow within the mold, Darcy’s law has used : 

.KV
μ

P= − ∇                                                               (2) 

Substituting Darcy’s law (eq. (2)) into continuity equation (1) results in: 

.( . ) 0K P
μ

∇ ∇ =                                                           (3) 

Where V  is the volume-averaged Darcy’s velocity, K  is the permeability tensor of the medium, μ  
is the viscosity, and P is the pore-averaged resin pressure. 
In order to compute the mathematical model, the governing equation must be solved in conjunction 
with an appropriate set of boundary conditions (fig. 1) defined as: 
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Where f is a scalar parameter, called nodal fill fraction, showing the status of each control volume, is 
used to represent the filling status. 

 
Figure 1: A Schmetic representation of the mould 
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At the inlet, the resin is injected at a constant pressure Pinj, while in the front, the pressure is set to 
ambient pressure, at the mold wall a condition of no slip velocity is assumed.  In the control volume 
principle, the pressure is set to zero in empty and partially filled region, and it is different to zero in 
fully region. The fill factor comprises between 0 and 1 in all nodes of the mould cavity showing the 
status of the filling. 
 
Heat transfer model  
 
As the resin fills the mould, heat transfer takes place between the resins, fiber perform and mould 
walls. Heat may be generated by the resin curing which is an exothermic process. As a result, 
temperature variations are created throughout the mould cavity. These temperature variations 
influence the flow pattern by changing the viscosity which is a strong function of temperature. In 
analyzing the heat transfer, it is assumed that the resin and fiber reach local thermodynamic 
equilibrium as soon as the fiber is impregnated. This is justified because the heat transfer coefficient 
(eq. 4) between the resin and fiber is fairly large compared to the thickness of the fibers.  

.
qh

A T
=

Δ                                                                    (4) 

Where q is the heat flow in input or lost heat flow, A is the heat transfer surface area and TΔ  
difference in temperature between the fiber surface and surrounding resin area.  
Based on the above assumption, the heat transfer equation was the following: 
 

( ) ( ). .p r pr
TC C V T T
t

ρ ρ λ φ∂
+ ∇ = ∇ ∇ + Δ

∂
HG                                               (5) 

Where λ the effective thermal conductivity, ρ  the density, Cp and Cpr are respectively the heat 
capacity of the composite and resin,  is the reaction heat, G  is the reaction rate, HΔ φ  is the porosity 
of the medium.  
In our work, one consider the case studied by Yu et al. [19] of a resin with constant viscosity and no 
source heat is observed, the equation (5) becomes: 
 

( ). Tλ 0∇ ∇ =                                                                       (6) 
 
Where the effective thermal conductivity λ may be expressed by the rule of mixture as follows [13]: 
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1f rw w= −                                                                      (9) 

Indices f and r denotes respectively fiber and resin. 
To solve the equation (6), boundary conditions must be specified at the injection ports, the mould 
walls, and the flow front. The possible boundary conditions could be: 
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These conditions indicate that the temperature at the inlet is the incoming resin temperature, and at the 
flow front the fiber are initially considered at the mould temperature, at the mould wall the 
temperature is either fixed at the mould the temperature or a condition of no temperature flux is 
assumed. 
 
Numerical procedure 
 
In this work, the finite element/control volume (FE/CV) method was selected to solve the resin flow 
problem, because this fixed mesh method eliminates the need for remeshing the resin-filled domain 
for each time step, thus it has become the most versatile and computationally efficient way to simulate 
mold filling. 
Furthermore, the control volume approach has certain attractive features: the formulation observes the 
conservation of mass and facilitates the translations from flux vectors into scalar flow quantities. The 
coupling of the control volume concept with the finite element method renders it ideal for simulating 
the filling process of complex parts including inserts. It is a combination of two very powerful 
techniques, blending accuracy of front tracking with the capability for modelling complex geometries. 
The CV/FEM numerical method combines a finite volume method to calculate the mass balance of 
the fluid phases while the fluid pressure field is computed implicitly using the finite element method. 
 
Galerkin Finite Element Formulation 

 
The finite element (FE) method is used to approximate the fluid pressure and temperature field at the 
FE nodes at each time step. The pressure is calculated by using the Galerkin procedure (3).  
Nodal pressure is evaluated by elementary matrices, and can be applied to all elements within the 
solution domain by applying an appropriate assembly procedure yielding a set of linear algebraic 
equations. By the same way the energy equation is treated and both leads to a matricial problem. 
Using calculated pressure, the velocities are then calculated at the ‘centroid’ of each element (eq.2). 
After the velocity of the resin computation, the control volume technique is used to track the flow 
front position.  
 
Computational details  
 
In the control volume-finite element approach, the mould cavity is first discretized into finite 
elements. By subdividing the elements into smaller sub-volumes, a control volume is constructed 
around each node. 
The concept of fill factor is introduced to monitor the fluid part in each control volume. It is defined 
as a ratio of the volume of the fluid in the control volume to the total volume. The fill factor varies 
between 0 and 1 (0 represents empty volumes and 1 filled ones (fig. 2)). 
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Figure 2: Model of filling of control volume at the flow front. 
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The numerical flow front is constructed of the nodes that have partially filled control volumes. At 
each time step, fill factors are calculated based on the resin velocity and flow into each nodal control 
volume. If the resin does not gel, the flow front is thus updated until all the control volumes are full. 
After the mould is disretized, the next step consists of the calculation of pressure and the velocity field 
for further determination of the flow front. 
In order to achieve computational economy, we will divide our optimisation approach into two parts, 
one first acted on the stiffness matrix derived from a finite element formulation for the pressure and 
temperature field and then on the numerical algorithm of resolution.  
 

Optimization of stiffness matrix construction 
 

In the conventional CV/FE approach [18], the stiffness matrix has the dimension of  during all 
stage of filling with n is the number of node in the cavity. All components of the empty and partially 
filled control volumes are zero. Therefore, the stiffness matrix has several zero rows at the early stage 
of filling process. During filling algorithm, for a control volume that the fill fraction reaches to the 
value 1, a single row should be added to the matrix corresponding to the node number. Hence, this led 
to an extensive use of memory and the execution time. For these reasons we are motivated to remedy 
to this by using the concept of dynamic matrix. This matrix wills no more to be statistical during the 
filling. Indeed, it has its dimension from the number of nodes that surrounding nodes of filled control 
volume; so pressure and temperature are calculated in these nodes, while the pressure and temperature 
in the other nodes of the mould were automatically set to known boundary conditions. With these 
values of pressure the flow rate is calculated for neighbouring nodes, the fill factors are updated to 
select the filled control volume. Once the node corresponding of filled control volume is identified, 
the stiffness matrices must be updated to take into consideration new nodes that surround the filled 
control volume, here one didn’t need to consider the entire elements in the assembling of the new 
stiffness matrices, only new elements had to be assembled and added to the old stiffness matrices. 

n n×

In the next iteration, the new matrices are now considered to calculate pressure and temperature 
distribution, the same steps are repeated as the first iteration and so one until the mould is completely 
filled.  

Resolution scheme 
 

After the assembling of the stiffness matrices and imposing the boundary conditions, the system of 
equations is solved for unknown nodal temperature and pressure using an appropriate solver. 
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Execution time, data representation, and numerical stability are the three such concerns of great 
interest that we tried to be assumed in our simulation. 
Since the matrices are largely sparse and symmetric definite-positives, we have implemented an 
algorithm that take into account these proprieties, so our resolution scheme can be subdivided into 
two steps, the first concerns the storage of the matrix in a compressed format where only non zero 
values are stored, where we are interested by the Compressed Sparse Row (CSR) storage format for 
the reason of its efficiency for all existing types of sparse matrices. The occupation memory is thus 
calculated by this formula [20]: 

2. 1nc nz n= + +                                                       (10) 
 
Where nc is the occupation memory, nz is the number of non zero elements and n is the matrix 
dimension. 
In the second step, we have adapted the classical iterative conjugate-gradient algorithm to the 
Compressed Sparse Row (CSR) storage format. We argued this choice of the iterative conjugate 
gradient solver by its fast convergence [21] by comparison with other direct and iterative solver and 
else more to its convenience to sparse and symmetric definite positive matrix. 
 
 Results and discussion 
 
Validation of numerical results 
 
The simulation results of the developed computer code, is compared with analytical solutions of some 
simple geometries for which the exact solution is known. In the simulation of the RTM filling 
process, the inlet condition can be either a constant volumetric flow rate or a constant injection 
pressure for the resin. Here constant pressure is taken as the inlet boundary condition. The details of 
physical properties of the fiber mats and resin are listed in table 1. 
 
Table 1: Physical properties of fiber and processing conditions used in numerical study 
 
 RTM parameters                                                   Value 

Pinj.                                                                  4 × 105 Pa 
Kxx = Kyy                                                              10-9  m2    
μ                                                                           0.4 Pa.s 
Φ                                                                                 0,5 
kf                                                                0.0335 W/m.K 
kr                                                                 0.168 W/m.K 
Cpf                                                                     670 J/kg.K 
Cpr                                                                  1680 J/kg.K 

 
 
 
 
 
 
 
 
 
The validation of our simulation code is carried out by two test cases:  

Inline injection: 
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The cavity used in this example is a rectangular mould with the dimensions (10×2000) mm2, the resin 

is injected at one surface of the rectangular mould and air is removed from the other surface resulting 

in 1-D flow. The analytical solutions for the rectilinear flow given by Cai [22] leads to a mould filling 

time of 
2

02f
µLt KP

φ= ,  a pressure field 0( ) (1 / ( ))fP x P x x t= − ,  and the flow front position is given by 

1
2

02 f
f
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. In witch, L is the length of the mould, xf   denotes the location of the flow front 

at time tf and K is the permeability.  

Figure (3) shows a comparison between analytical and our numerical results for the flow 
front location and pressure distribution during mould filling under the constant injection 
pressure. An excellent agreement is observed between our numerical result, those of [18] and 
analytical results for this test problem.  
 

    
(a)                                                                 (b) 

                                                                      
Figure 3: (a) Flow front position at different time of the filling process, (b) Inlet pressure at 
different position of the mould. 
 
Furthermore the filling time “cycle time” of this mould cavity is numerically 24999.42 s, 
which is very close to the analytical filling time 25000.00s with a relative error of 2.32.10-5 

%, which shows once again the reliability of our code to the determination of key parameters 
controlling the conception of the final composite part. 
 

Radial injection: 
 

The mould cavity used in this example is a square mould with the dimensions (400×400) mm2, the 
resin is injected through a single injection gate located at the centre of the mould, the material 
properties and processing conditions are the same presented in table 1. 
An analytical solution of pressure in this test case for constant injection pressure is given by the 
expression below [22]: 

( ) ( )0( , ) ( ) [ ( ) ( )]. / / ( ) /i f i fP r t P t P t P t ln r r ln r t r= + − 0                                          (11) 
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With Pi and Pf are respectively the inlet and the flow front pressure, r0 and rf  are the radii of the 
injection gate and the flow front respectively. 
The comparison between the numerical and analytical results of pressure for the case of radial flow is 
shown in figure (4). Our numerical results are found to be more in line with analytical solutions. Thus, 
one can deduce that the modification of conventional CV/FEM by the reduction of the dimension of 
stiffness matrix doesn’t seem to affect the solution. These results demonstrate the efficiency and the 
accuracy of our approach in the prediction of the unknown pressure and the flow front location for 
both radial and rectilinear flow. 
 
 

Numerical  

Analytical   
 
 
 
 
 
 
 
 

Figure 4: Instantaneous pressure distribution of filling on radial injection 

 
The simulation result of the temperature, is compared with analytical solutions of some simple 
geometries for which the exact solution is available, the mould cavity used in this case is a rectangular 
mould with the dimensions of 8 m, 2 m in length and width, respectively. 
Here a hot resin with temperature 373 K is injected at one surface of the rectangular cold mould (273 
K) and air is removed from the other surface resulting in 1-D flow. The analytical solution for the 
temperature distribution in the entire mould cavity is given by Nearing [24] as :  
 

0
0

4 1 sinh((2 1) / ) (2 1)( , ) sin
2 1 sinh((2 1) / )l

l y a lT x y T
l l b a a

xπ π
π π

∞

=

+ +
=

+ +∑                        (12) 

a and b are respectively the length and width of the domain 

As shown in the figure (5) and figure (6), the numerical temperature in the mould cavity in both cases 
(1D) and (2D) is more in line with the analytical solutions. This proves the reliability of the developed 
code to the prediction of the temperature with a desired accuracy. 
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Figure 5: Numerical and analytical result for the temperature distribution at y=4 of the mould  

 

Figure 6: Numerical and analytical result for the temperature distribution inside the mould 
cavity at the end of filling 
 
In order to monitor the temperature evolution throughout the mould cavity, we have studied the filling 
of a square mould (4000×4000) mm2 (fig. 7), where the injection is made from the left surface with  a 
constant pressure injection Pinj= 1.5 bar, and air is removed through the right side vents, the 
temperature of the resin injected is 273 K and its viscosity is 0.5 Pa, the permeability of reinforcement 
used is Kxx=kyy = 10-9 m2, and the temperature on the upper wall is fixed to 373K. 
 

 
 

Figure 7: Mould computational cavity 
 
Figure (8) shows the temperature history of three points in different positions of the mould A (near the 
injection port) B (at the mould centre) and C (near the outlet), this result is in qualitative agreement 
with the work of Shojaei et al. [25], since the three points reach at the end of the mould filling an 
equilibrium temperature intermediate between the injection temperature of the resin (273K) and that 
of the mould wall (373K).  
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Figure 8: Temperature history of three monitoring points in the mould 
 
As expected the temperature of the point near the injection port shows a sudden drop, this is due to the 
injection of cold resin. The temperature begins to decrease as soon as the flow front arrives there. 
 
Thickness optimisation by numerical simulation 
 
RTM process is devoted to produce pieces with complex geometry. In the industry of the composite, 
the plates employed often consist of reinforcements with a variable number of plies (fig. 9) and 
stacking sequences. A correct simulation of this process requires taking into account all these 
parameters.  

 
Figure 9:  Schematic representation of mould cavity with two different reinforcement thickness. 
 
Under the impact of the compressibility or the relaxation of the mold plates, a variation occurs in the 
fiber volume fraction and the pores distribution through the fabric witch directly influences 
permeability and porosity, the study of Chen et al. [26] showed that the initial compressibility of 
reinforcements is essentially related to that of the pores. This compressibility or « relaxation » effect 
directly influences the global volume and the distribution of the pores.  
Since the permeability is narrowly dependant on porosity as predicted by the very known Kozeny-
Carman [9, 12]: 
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Where φ  is the perform porosity, rf the fiber radii and k0 is the Kozeny-Carman constante. 
Consequently this thickness variation automatically influences the pressure distribution in the mould 
cavity during the filling process, witch is predicted by the Darcy’s law and studied in [23], authors 
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have demonstrated the difference in the pressure distribution between pieces with respectively 
variable and uniform reinforcement thickness. 
Since the effective thermal conductivity of the composite parts depends on porosity (eq. 7), one can 
deduce that the temperature distribution will also be affected by this thickness variation.  
We will thus be interested in this section, to the simulation of the impact of thickness variation on the 
temperature distribution, in order to define more precisely all process parameters that allow a final 
product with high performance and low cost. 
By analogy with the study referred in [23], the variation of the plies number and the stacking 
sequence are modeled by the variation of permeability, porosity and newly in our study by the thermal 
conductivity. During the standard approach, these parameters are defined as an intrinsic property of 
the global discretized domain. In our approach, the permeability, porosity and the thermal 
conductivity are defined at the level of the element. 
Figure 10 illustrates the mould cavity used in this case where the region 1 has the highest thickness 
witch contain 20 plies fiber glass reinforcement, and 10 plies for region 2, the matrix used is a 
polyester resin.  

 

1 2 

Figure 10:  Rectangular mould cavity with two different reinforcement thicknesses regions: 
thickness 1 < thickness 2.  
 
Figure 11 shows the impact of taking into account the variation in reinforcement thickness on the 
distribution of the temperature, its clear from this figure that in the region with high reinforcement 
thickness (2) the temperature spread slowly than the region with low thickness (1), this can be 
explained by the fact that when the mold is closed, fiber in higher thickness region are compressed 
leading to an increase in the fiber volume fraction, so can the permeability of the composite is 
reduced, and the temperature diffuse very slowly with the flowing resin. By the contrast, higher 
permeability (region 1) enhances heat transfer inside the mould as proved by Thansekhar et al. [27]. 
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Figure 11:  Temperature distribution in a mould cavity with two different thickness regions 

 
The model we treated here is a wiring cover with a manufacturing process made of glass fibers and a 
polyester isophtalic resin. The model of our choice has the specificity of including a square insert 
inside the piece, with the possibility to vary the thickness around the insert (square zone limited with 
dashed line, figure 12). 

 
 

Figure 12:  Piece with insert and reinforcement multiple thicknesses 
 
Figures 13 (a) and (b) show the results obtained with our simulation code, concerning the difference 
in the temperature distribution between these pieces with variable and uniform thickness 
reinforcement respectively. 
One can deduce from the figures (13 (a) and (b)) that the reinforcement thickness variation generates 
different temperature when closing the mold. This confirm again the importance to take into 
consideration this effect of thickness variation on RTM process simulation. 

 

Figure 13: 2D Simulations (a) with thickness variation effect (b) without 
 
The impact of thickness variation directly influences permeability, porosity and thermal conductivity 
in an element’s level; the consideration of these variation effects inside the code gives a specific 
quality to the solution we suggest. The approach adopted during this study ensures flexibility during 
the simulation of the heterogeneities of the problem, and facilitates bi dimensional simulation of 
problems which are in reality three-dimensional. 
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Computational gain 
 
The simulation of great dimension domain often leads to a high increase in the computer memory 
occupation. This situation impedes the adoption of certain solutions for models with the mesh are 
composed of a large number of nodes. However, to faithfully represent the structure of reinforcement, 
a large mesh is often necessary. The Compressed Sparse Row CSR storage scheme contributes to a 
large economy in space memory, witch becomes more important when the dimensions of the 
calculation domain increases, since a gain of 90.1% is obtained in the case of 139 nodes, 97.1% for 
506 and 98.9% for 1232. Thus, the adoption of our algorithm allows one to bypass in our future 
simulations the limitations of computer resources, and our result will be more reliable and 
representative of the reality. 
In order to increase the precision one must have recourse to refinement so can decreases the error, 
therefore it often becomes heavy computationally to refine the full model, that’s why most of 
refinement is very local. But, when a parameter has to be calculated with high precision in the entire 
domain, the refinement of the whole domain will have a counterpart on total time of simulation. Our 
simulation approach is proved to be convenient to overcome this limitation.  
Figure (14) shows the difference in the temperature accuracy when we refine the mesh of the mould 
cavity from 534 (figure 14-a) to 2012 nodes (figure 14-b), in both cases a cold resin with temperature 
273 K was injected through one port inside the mould, while at the mould wall the temperature was 
set to 373 K. 
Figure (14) shows the temperature evolution through different time of filling in a mould of complex 
geometry with present of insert, this variation in temperature is resulted from the heat transfer that 
happened between the hot mould and cold resin injected. This transfer of heat is principally due to the 
conduction mechanism and is continue until the mould is completely filled and both the mould and 
resin attained an equilibrium temperature intermediate between the temperature of injection 273K and 
mould wall temperature 373K. 
As we can see, there is a significant increase in the accuracy (figure 14- b) of the plot from the finer 
mesh with 2012 nodes, and the execution time of the code was done only in 20 min 11s 91 in this case 
when using our approach, while if the same accuracy are desired with the CV/FEM conventional 
method the time can increase to more than 3 hours. One can deduce that this algorithm facilitates the 
implementation of large models that converge consistently and make efficient use of computer 
resources. 

 (a)  
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(b)                                                     
 

Figure 14: Numerical temperature distribution in square mould cavity (a) 534 nodes (b) 2012. 
 
Furthermore, our developed algorithm allows one to predict with a high accuracy the temperature 
evolution over the saturated region of the mould at each time step, the heat transfer can be also 
investigated in moulds with simple and complex geometries, that contain inserts, and the injection of 
resin can be accomplished either through one injection or multiple injection ports in order to reduce 
cycle time of all the process. 
 
Conclusions  
 
A numerical method to improve the conventional CV/FEM was developed in order to simulate non 
isothermal resin transfer moulding process with a higher accuracy and efficiency. The results show 
that our approach helps to minimize the computation time and memory space, this allows one to deal 
with problems with large and complex geometries often encountered in RTM applications, regardless 
of the constraint of space or processing time. 
Our method leads to the numerical prediction of the temperature with greater accuracy, as well as 
monitoring the thermal behaviour of the resin into the mould, and to simulate the thickness variation 
effects of reinforcement on the distribution of the temperature in the whole mould cavity.  
This motivates the integration of this tool robust and efficient in design software, available for 
manufacturers, engineers and researchers. 
Furthermore, the effect of convective heat transfer in the mould and the exothermic nature of the resin 
reaction of polymerization will be investigated in our next publications. 
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