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The scope of application of simulation models in welding is limited by the accuracy 
of their output results. This paper presents a calibration procedure for a 3-D qua-
si-stationary model of heat transfer for gas metal arc welding. The double-ellip-
soid heat source used in this model has five input parameters whose value cannot 
be specified accurately. To estimate these values, we employed a multi-objective 
calibration procedure with two objective functions using the paretosearch optimi-
zation algorithm. Objective functions represented the error between simulated and 
experimentally observed values of penetration depth and weld bead width during 
gas metal arc welding of P355GH steel plates. All input parameters were assumed 
to be a power function of line energy. To reduce computational time, we replaced 
the numerical model with a response surface methodology metamodel based on an 
optimal set of simulation results from the numerical model. The results of the sim-
ulations based on calculated values of input parameters for the heat source model 
showed excellent matching with the experimental results. 
Key words: welding simulation, multi-objective calibration,  

double-ellipsoid heat source, RSM

Introduction

Although simulation modelling of different production processes has a growing trend 
in recent years, the application of simulation models of welding processes is still limited. The 
main reason is a lack of knowledge of correct values of some input parameters, which in turn 
provides insufficiently reliable output results regardless of the complexity of the model. In the 
case of the welding heat transfer model, the parameters that most affect the accuracy of the 
output results are the parameters related to the model of a heat source. Widely used Goldak’s 
double-ellipsoid heat source [1], is defined by five input parameters neglecting the power of the 
heat source, fig. 1. The first of those five parameters is arc efficiency. For the GMAW process, 
the value of arc efficiency varies from 0.80 to 0.88 in the case of Ar shielding [2]. In the case of 
90% Ar to 10% CO2 shielding, arc efficiency was found to be in the range from 0.68-0.86 [3]. 
Some authors have reported values between 0.675 and 0.722 [4]. It is obvious that such wide 
limits for arc efficiency   significantly affect the results of the simulation. 
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The other four parameters af, ar, bh and ch 
are the semiaxes of the front and rear ellipsoid, 
fig 1. Power of the heat source is distributed, 
eqs. (1)-(3), between the front and rear ellipsoid 
in a ratio which corresponds to values of parame-
ters ff = 2af/( af + ar) and fr = 2ar/( af + ar) [5]:
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Goldak et al. [1] suggested that the value of parameters bh and ch should be measured 

directly from an experimental cross-section of the weld. They also suggested that in absence 
of experimental data Christensen’s [6] expressions could be used. For ff and fr they proposed 
values of 0.6 and 1.4, respectively. Joshi et al. [7] assumed that ff  = 0.48 and fr = 1.52 while 
Chen et al. [8] as well as Jia et al. [9] suggested that values of parameters ff and fr should be 0.5 
and 1.5, respectively. Guided by Goldak’s [10] recommendation, Nasiri and Enzinger [11] have 
used parameters of double-ellipsoid heat source about 10% smaller than actual weld geometry.

For reliable output results of the simulation model, it is necessary to determine the 
exact values of these input parameters. In the case of individual simulations, we can achieve 
this goal, minimizing the error between the simulation and experimental results by combining 
the simulation model with some multivariable optimization algorithm [12-18]. The complexity 
of the problem arises when it is necessary to determine the optimal values of these parameters 
for several different simulations [19]. In this case, it is possible to assume that there is a func-
tional dependence between the heat source parameters and some of the process parameters  
[9, 19, 20]. This way, we can determine the values of input parameters for the whole interval of 
different simulation conditions. The use of multi-objective [21, 22] instead of single-objective 
optimization algorithm [14, 23-25] allows the error estimation for each parameter included in 
the objective functions separately. That gives us the possibility to choose the appropriate func-
tional relations depending on the need for the greater or lesser error of individual parameters 
concerning experimental results.

The application of numerical models in simulations of the welding process is practi-
cally impossible without the use of computers. Despite the development of computer technolo-
gy, welding simulations still require a large amount of time to perform. However, in a situation 
such as model calibration or some form of optimization, the number of simulation runs can be 
large, which in turn leads to a very long time required to obtain the final results. Therefore, it 
makes sense to use metamodels as an efficient replacement for numerical models. The most 
commonly used metamodelling techniques are regression analysis [23, 26-28] and neural net-
works [29-31]. 

In this article, we proposed an RSM metamodel based calibration methodology for 
the reduction of the error between simulated and experimental weld penetration depth and weld 
bead width. This calibration methodology implied the determination of heat source parameters 
as functions of line energy. The RSM metamodel was used as a replacement for the numerical 
heat transfer model to reduce the computational time. 

Figure 1. Double-ellipsoid heat source
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This way, we were able to use a multi-objective paretosearch optimization algorithm 
to calculate the values of double-ellipsoid heat source parameters for multiple simulation con-
ditions.

Heat transfer analysis

The heat transfer during welding, can be described with a non-stationary, partial dif-
ferential equation, eq. (4) [22], where ρ, cp, and λ are density, specific heat capacity and thermal 
conductivity of material while L and ql are latent heat of melting/solidification and volumetric 
heat source described by Goldak’s double-ellipsoid model. An analytical solution for this type 
of equation is connected with difficulties related to non-linearities of material physical proper-
ties, the complexity of boundary conditions, and the heat source model:
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Latent heat of melting/solidification is described using liquid phase fraction in mushy 
zone between solidus Tsol, and liquidus temperature Tliq, eq. (5):
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In case of constant welding speed, vw, 
it is possible to transform eq. (4) to the quasi-
steady-state form, eq. (7). This kind of trans-
formation requires the application of a moving 
co-ordinate system ξyz, fig. 2. The connection 
between co-ordinate systems xyz and ξyz is 
defined:

wx v tξ = − (6)
Considering eqs. (4) and (6), heat trans-

fer eq. (7) in moving co-ordinate system can 
be written:
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where ceff is effective heat capacity:
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 Equation (7) is solved in MATLAB iteratively, using the multigrid and the successive 
over-relaxation finite differences method.

Experimental procedure

The calibration procedure was performed using experimental data from specimens 
with dimensions 300 mm × 150 mm × 5.3 mm. The base material for specimens was P355GH 
steel with the chemical composition given in tab. 1. The filler material used was OK Autrod 

Figure 2. Moving co-ordinate system
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12.50 uncoated wire with a diameter of 1.2 mm. As a shielding gas, a two-component mixture 
of 82% Ar and 18% CO2 was used. Four specimens were welded in a flat position using ARC 
Mate 100iC welding robot with Migatronic Sigma Galaxy 400 power source. 

Table 1. Chemical composition of base material - P355GH
C Si P S Mn Nb

0.20 0.19 0.016 0.062 1.45 0.014

For each of four specimens, single pass 
bead on plate weld was made along the center-
line. Welding parameters for all specimens are 
listed in tab. 2. After welding, macrograph sec-
tions were prepared to measure weld geometry 
dimensions. Two dimensions were measured: 
weld bead width and depth of penetration, fig. 
3. Measurements were made using a STEMI 
DV-4 stereo microscope with an integrated 
AxioCam Erc 5s camera. For calibration pur-
poses, only data from specimens I and IV were 
used, while specimens II and III were intended 
for model validation, tab. 3.

Table 2. Welding parameters

Parameter
Specimen

I II III IV
Voltage [V] 20.2 20.3 21.2 21.8
Current [A] 185 190 208 222
Welding speed [mms–1] 8 8 8 8
Wire feed rate [m per minute] 4.3 4.5 5.2 5.7
Wire diameter [mm] 1.2 1.2 1.2 1.2
Gas-flow [Lpm] 12 12 12 12

Table 3. Measured weld dimensions

Parameter
Specimen

I II III IV
W [mm] 6.5 6.6 7.2 7.3
D [mm] 2.1 2.1 2.4 2.3

Metamodelling

Metamodelling represents a technique by which a particular model is replaced by 
another that appropriately imitates the original model, and at the same time, has better charac-
teristics related to computational efficiency [32]. 

Solving eq. (7) iteratively using the finite differences method is associated with a large 
number of iterations, which results in a large computational time. Bearing in mind that the cal-
ibration process is based on the multi-objective optimization method, this further increases the 

Figure 3. Measured weld geometry
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time required to reach a solution. In this case, an RSM-based metamodel is employed to reduce 
the computational time.

Based on the welding parameters shown in tab. 2, for specimens I and IV, and using 
the Design-Expert software package, an I-optimal plan of experiments was created. As already 
mentioned, Goldak’s model has five unknown input parameters: η, af, ar, bh, and ch. To reduce 
the number of experimental runs it is assumed that parameters af and bh are equal. Therefore, 
the following variables were used as input ones: 
 x1 = η, x2 = bh/bhexp, x3 = ch/chexp, x4 = ar/af

Levels of input parameters are listed in tab. 4.

             Table 4. Levels of input parameters

Levels
Factors

x1 x2 x3 x4

Level 1 0.6 0.9 0.9 2
Level 2 0.9 1.1 1.1 4

We have used numerical model based on eq. (7) to calculate values of weld bead width 
and penetration depth for specimens I and IV using design matrix, tab. 5, and values of welding 
parameters listed in tab. 2.

Table 5. Optimal design matrix

Run
Factors Responses [mm]

x1 x2 x3 x4 WI DI WIV DIV

1 0.9 0.954 1.1 2.52 6.2 2.7 6.9 3.1
2 0.6 0.9 0.9 4 4.5 1.7 5.4 2.2
3 0.6 1.1 0.9 2 5.6 1.9 6.5 2.2
4 0.6 0.9 1.1 2 5.1 2.3 5.9 2.5
5 0.723 0.9 0.955 2 5.8 2.3 6.4 2.7
6 0.759 1.01891 0.9 3.2 5.9 2.2 6.6 2.4
7 0.615 1.1 1.1 2.6 4.8 1.7 6.1 2.4
8 0.9 1.1 0.951 2.54 6.6 2.4 7.3 2.6
9 0.616395 1.1 0.959 4 4.7 1.6 5.5 1.9
10 0.9 0.9 0.9 2 6.3 2.5 7.3 3.1
11 0.6 1.1 1.1 4 4 1.5 5.3 2
12 0.615 0.96 1.1 4 4.4 1.8 5.4 2.2
13 0.834 1.023 1.023 3.24329 5.9 2.4 6.8 2.8
14 0.68871 0.982 1.1 2.8 5.3 2.2 6.2 2.6
15 0.9 0.952 0.952901 4 5.9 2.5 6.6 2.7
16 0.84 1.1 1.1 4 5.6 2.2 6.5 2.7
17 0.760449 1.021 1.02 2 5.9 2.3 6.9 2.8
18 0.6 0.971 0.972 2.7 5.1 1.9 5.8 2.3
19 0.9 1.1 0.921 4 6.2 2.3 6.9 2.6
20 0.7605 0.9 1.022 3.2 5.5 2.4 6.2 2.6
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Mathematical metamodels of functional relations between weld geometry and param-
eters x1 to x4 for specimens I and IV were obtained using the Design-Expert software package. 
For specimen I, weld bead width WI and penetration depth DI are described by 2FI models. 
Models are power transformed:

(
)

I 1 2 3 4 1 2

1/3
1 3 1 4 2 3 2 4 3 4

506.919 294.903 780.403 735.052 29.1603 583.514

133.67 4.88747 1058.41 22.4403 26.0028

W x x x x x x

x x x x x x x x x x

= − − + + − + +

+ − − − + (9)

(
)

I 1 2 3 4 1 2

1/2.32
1 3 1 4 2 3 2 4 3 4

45.3105 1.86122 50.8888 50.098 1.25343 9.2795

16.3006 1.83625 54.3195 0.486464 1.16573

D x x x x x x

x x x x x x x x x x

= − + + + − − +

+ + − + − (10)
Comparation of experimental and predicted values of parameters WI and DI are shown 

in figs. 4. and 5, respectively. Based on these figures, it is clear that both metamodels represent 
a good replacement for the numerical model.

 Figure 4. Predicted vs. actual scatter  
plot for parameter WI

Figure 5. Predicted vs. actual scatter  
plot for parameter DI

Similarly, for specimen IV, weld bead width WIV and penetration depth DIV can be 
described by power transformed linear models:

( )1/2.27
IV 1 2 3 49.14992 96.5959 36.8124 24.4857 8.51831W x x x x= + + − − (11)

( )1/1.09
IV 1 2 3 41.52052 2.58036 1.27186 1.12647 0.174858D x x x x= + − + − (12)

Comparison between actual and predicted values for parameters WIV and DIV is shown 
in figs. 6. and 7, respectively. The adequacy for all models is tested using the statistical analysis 
of variance (ANOVA). Results of ANOVA are shown in tab. 6. The F-values of models imply 
that all models are significant while low P-values less than 0.05 indicate model terms are signif-
icant. The predicted R2 is in reasonable agreement with the adjusted R2 for all models.
Table 6. The ANOVA analysis for metamodels WI, DI, WIV, and DIV

Model SS df MS F p R2 Adj. R2 Pred. R2 Adeq P
WI 70766.92 10 7076.69 229.39 < 0.0001 0.9961 0.9917 0.9687 53.8446
DI 81.49 10 8.15 97.45 < 0.0001 0.9908 0.9807 0.9335 36.9678

WIV 3924.10 4 981.03 171.90 < 0.0001 0.9787 0.9730 0.9628 40.8285
DIV 2.62 4 0.6551 57.91 < 0.0001 0.9392 0.9230 0.8835 25.1054
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Optimization methodology

Multi-objective optimization methods involve simultaneous optimization of two or 
more objective functions instead of optimization of the single objective as a linear combination 
of multiple objective functions. This way, it is possible to estimate each objective function 
separately, which gives us the possibility to choose the appropriate solution. In this case, that 
means that we can choose the solution with smaller or larger error either for one or multiple 
objective functions.

The optimization procedure was performed using the MATLAB software package and 
paretosearch algorithm. This algorithm uses pattern search on a set of points to search iterative-
ly for non-dominated solutions [33].

Objective O1 and O2 are defined using least-squares method, tab. 7. Here, Wj
exp and 

Dj
exp are measured values of weld bead width and penetration depth for specimens I and IV,  

tab. 3, and j is number of specimens used for calibration, in this case, j = 2.

Table 7. Objective functions
O1(x1, x2, x3, x4) O2(x1, x2, x3, x4)
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As the unknown parameters, variables x1, x2, x3, and x4 have been chosen. We intended 
to determine if there is a functional relations between variables x1, x2, x3, x4, and welding param-
eters. So we assumed the following relations between them, tab. 8.

Table 8. Assumed functional relations 
Variables

1

1 1 1
w

c
UIx a b
v

 
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2

I
2 2 2

w
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3
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3 3 3
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4

I
4 4 4

w

c
Ux a b
v

 
= +  

 

All functional relations were supposed to be a power function of line energy, where 
U is arc voltage, I – the arc current, vw – the welding speed, and ai, bi, and ci are unknown con-

Figure 6. Predicted vs. actual scatter  
plot for parameter WIV

Figure 7. Predicted vs. actual scatter  
plot for parameter DIV
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stants. The main goal of the optimization was to determine values of constants ai, bi, and ci so 
that differences between experimental and computed values defined by objective functions, be 
minimal. The constraints were supposed as follows, tab. 9.

Table 9. Variables constraints
Variables

10.6 0.9x≤ ≤ 20.9 1.1x≤ ≤ 30.9 1.1x≤ ≤ 42 4x≤ ≤

The optimization problem can be stated:

( ) ( )1 1 2 3 4 2 1 2 3 4

I

w

min max

min , , , , , , ,
ic

i i i

i i i

O x x x x O x x x x

Ux a b
v

x x x

  

 
= +  

 
≤ ≤

(13)

The result of multi-objective optimization is shown in the form of the Pareto front, fig. 
8. It contains a set of 1000 non-dominated solutions. It is not possible to directly choose one 
solution from this set, which is superior to other solutions considering both objective functions. 
To overcome this problem we have used the Taguchi signal-to-noise ratio ratio. The signal-to-
noise ratio implies three categories of performance characteristics: the lower-the-better, the 
higher-the-better, and the nominal-the-better. The lower-the-better characteristic is used in the 
case when it is necessary to minimize the response. It can be expressed:

2

1

110log
n

i
i

S Y
N n =

 = −  
 
∑ (14)

where n is the number of observed values, in this case, the number of objective functions, and Yi 
is the value of the observed characteristic, i.e., the value of the objective function. For all three 
performance characteristics, a higher S/N ratio matches to better performance characteristics. In 
our case, this means that the non-dominated solution with the highest S/N ratio is superior to other 
solutions. The S/N ratio for a set of non-dominated solutions from Pareto front is shown at fig. 9. 

Figure 8. Pareto front of the  
optimization problem

Figure 9. The S/N ratio for all  
non-dominated solutions
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The solution with the highest S/N ratio of 47.7764 [dB] was chosen as optimal one, 
from the set of 1000 non-dominated solutions, fig. 9. Values of constants ai, bi, and ci which 
correspond to the optimal solution are listed in tab. 9.

Table 9. Values of constants ai, bi, and ci

Constants i = 1 i = 2 i = 3 i = 4

ai 0.0790 1.0999 0.9001 0.5908

bi 4.4783 6.0708·10–6 –3.1099·10–7 1.4094

ci –0.3069 0.3564 0.7648 5.7131·10–6

Functional relations, tab. 8, between parameters 
 x1 = η, x2 = bh/bhexp, x3 = ch/chexp, x4 = ar/af 

and line energy are shown on figs. 10 and 11. As can be seen, parameters x2, x3, and x4 have 
nearly constant values over the whole interval of line energy. The value of parameter x3, 
which is 10% smaller than actual weld geometry, is in good agreement with the proposition of 
Nasiri and Enzinger [11], while the parameter x2 has a value which is 10% higher than actual 
geometry. The parameter x4 has a value of 2, which corresponds to ff  = 0.67 and fr  = 1.33, 
and agrees with Nguyen [34]. Only parameter x1 changes decreasing from the value of 0.76 
for specimen I to 0.71 for specimen IV. This corresponds to values of arc efficiency found by 
Haelsig et al. [3].

Figure 10. Functional relations for  
variables x1 and x4

Figure 11. Functional relations for  
variables x2 and x3

Using functional relations, tab. 8, and values of line energy, tab. 2, we have used 
calculated values of parameters η, bh, ch, and ar/af to simulate weld geometry for all specimens. 
Relative errors for specimens I and IV were 3.1% and 4.1%, respectively. For depth of penetra-
tion, relative errors for these two samples were 4.8% and 4.4%. The maximal relative error for 
the specimens II and III which were used for model validation were 8.3% in case of weld bead 
for specimen III.

Figures 12 and 13 show simulated weld geometry compared to the experimental one 
in the case of specimens I and IV. According to tab. 10 and figs. 12 and 13, a calibrated numer-
ical model can reliably predict actual weld geometry.
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Figure 12. Comparison between  
simulated and experimental weld  
bead geometry for specimen I

Figure 13. Comparison between  
simulated and experimental weld  
bead geometry for specimen IV

Table 10. Absolute and relative errors

Spec.
Parameter

Weld bead width [mm] Depth of penetration [mm]
Wsim Wexp Abs. error Rel. error Dsim Dexp Abs. error Rel. error

I 6.3 6.5 0.2 0.031 2.2 2.1 0.1 0.048
II 6.4 6.6 0.2 0.03 2.2 2.1 0.1 0.048
III 6.6 7.2 0.6 0.083 2.4 2.4 0 0
IV 7.0 7.3 0.3 0.041 2.4 2.3 0.1 0.044

Summary and conclusions

To improve the reliability of the 3-D numerical heat transfer model, we have devel-
oped a calibration procedure to determine the input parameters of the double-ellipsoid heat 
source. The procedure were based on a multi-objective paretosearch optimization algorithm 
combined with RSM metamodel. This approach proved to be an efficient and reliable way to 
speed up the optimization process. All input parameters were supposed to be power functions 
of line energy. The results of simulations based on the heat source parameters calculated using 
the calibration model show good agreement between simulated and actual weld geometry. It 
leads to the conclusion that the calibration model based on the functional relations between heat 
source parameters and welding parameters provides a reliable way to increase the accuracy of 
the output results of the numerical model. 
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Nomenclature
af – semiaxis of front half-ellipsoid in x-direction, [m]
ar – semiaxis of rear half-ellipsoid in x-direction, [m]
bh – semiaxis of front half-ellipsoid in y-direction, [m]
ch – semiaxis of front half-ellipsoid in z-direction, [m]

ceff – effective heat capacity
cp  – specific heat capacity, [Jkg–1K–1]
D  – depth of penetration [mm]
ff   – front proportion coefficient
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