ASSESSMENT OF RADIATIVE HEAT TRANSFER IMPACT ON A TEMPERATURE DISTRIBUTION INSIDE A REAL INDUSTRIAL SWIRLED FURNACE
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Combustion systems will continue to share a portion in energy sectors along the current energy transition, and therefore the attention is still given to the further improvements of their energy efficiency. Modern research and development processes of combustion systems are improbable without the usage of predictive numerical tools such as CFD. The radiative heat transfer in participating media is modelled in this work with discrete transfer radiative method (DTRM) and discrete ordinates method (DOM) by finite volume discretisation, in order to predict heat transfer inside combustion chamber accurately. The DTRM trace the rays in different directions from each face of the generated mesh. At the same time, DOM is described with the angle discretisation, where for each spatial angle the radiative transport equation needs to be solved. In combination with the steady combustion model in AVL FIRE™ CFD code, both models are applied for computation of temperature distribution in a real oil-fired industrial furnace for which the experimental results are available. For calculation of the absorption coefficient in both models weighted sum of grey gases model is used. The focus of this work is to estimate radiative heat transfer with DTRM and DOM models and to validate obtained results against experimental data and calculations without radiative heat transfer, where approximately 25% higher temperatures are achieved. The validation results showed good agreement with the experimental data with a better prediction of the DOM model in the temperature trend near the furnace outlet. Both radiation modelling approaches show capability for the computation of radiative heat transfer in participating media on a complex validation case of the combustion process in oil-fired furnace.
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Introduction

It is known that the radiative heat transfer as a fundamental heat transfer mechanism is not negligible in the overall heat transfer of the energy systems that work at the high tem-
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temperature conditions. Recent researches show that if emissions concentrations are to be calculated, it is not enough to exclude the impact of radiation on overall heat transfer and consequently, on emission formation [1]. In numerical modelling of engineering systems that operate at high temperatures such as furnaces, boilers, jet engines and internal combustion engines the consideration of radiative heat transfer in calculations significantly influence the energy efficiency [2]. As one of the predictive tools in energy efficiency investigation, the CFD is frequently utilised for the research of combustion system designs to evaluate the heat transfer impact on their energy efficiency [3]. With the development of the computational resources, the radiative heat transfer models within CFD are commonly applied to evaluate the impact of the radiative heat transfer impact on total heat transfer and temperature distribution [4]. For the calculation of radiative heat transfer in participating media of furnace combustion chamber, in this work, two radiation models have been applied: DTRM and DOM approximation with a finite volume approach. Both models are employed within the CFD software AVL FIRE™. These two models have different modelling approach in solving the radiative transfer equation (RTE) of participating media by their definition [5]. The DTRM model is based on the raytracing, which calculates the radiation intensity through the computational domain and has an utterly different modelling procedure from DOM featuring finite volume method [6]. In the pre-processing stage, the raytracing procedure is executed for each ray that is shot from the boundary face. The path through the computational domain is being calculated [7]. The input data of DTRM is a number of rays shot from the face, where for a greater number of rays, the more precise results will be obtained but will require more computational time [8]. For the DOM model, the input number of azimuthal and polar angles needs to be defined. After the spatial discretisation is conducted, the radiative heat transfer equation is calculated with transport equations for incident radiation in each spatial angle that represents one ordinate. Contributions of each ordinate are summed and added as input for calculation of the radiative source term in the energy conservation equation [9]. The authors of [10] show universality of DOM to be applied to a whole range of applications. The algorithm for obtaining ordinates directions and their spatial angles is described in [11]. Both modelling approaches (DTRM and DOM) are equally computationally demanding, and their accuracy is adjustable with input parameters [12]. Additionally, in this work, the absorptivity and emissivity are modelled as for isotropic media while the scattering phenomenon was not considered in observed simulations, since the soot participation in radiative heat transfer is well described by the grey-body model [13].

The recent research for optimising the combustion process by using CFD in combustion chambers showed that the application of radiative properties of the gas inside the steady system such as jet engine combustion chamber cannot be neglected [14]. The similar approach for investigating radiative heat transfer impact was used in the numerical modelling of heat transfer in strong swirl flow of furnaces [15]. Wang et al. [16], performed analysis of thermal efficiency with emphasis on the radiative impact calculated by DOM in reheating furnace. The AVL FIRE™ was already employed for steady calculations in biomass combustion in a rotary kiln in [17], where the similar framework is applied for the simulations in this work.

For the assessment of radiative heat transfer impact on temperature distribution in this work, Ijmuiden furnace is selected for which dimensions and experimental data is available in [18]. The combustion process is modelled with steady combustion model (SCM) based on literature [19], where it was applied with and without heat transport by radiation. This SCM features fast convergence and steady solution of the combustion process and is applicable for the combustion process in oil-fired utility [20]. It is computationally less demanding
compared to the extended combustion models generally utilised in combustion systems like in [21]. A similar approach was applied for experimental oil furnace for emission predictions, but without radiation [22]. For the boundary conditions, diffusive opaque and inlet/outlet boundary conditions were applied for the calculation of incident radiation in directions that are oriented into the computational domain, based on the [23]. Similar approach was employed in [24], where the furnace gas temperature is predicted in reheating furnace with the P-1 radiation model. In [25], the estimation of radiative heat transfer in pulverised coal combustion is performed with the P-1, where the impact of particulate impact on incident radiation scattering is assumed.

Finally, this work aims to present the analysis of the radiative heat transfer in participating media with two different radiation models, DTRM and DOM in combination with SCM by employing CFD code AVL FIRE™ on an industrial furnace which includes the swirled combustion process. The performed validation of both radiative heat transfer models has shown that the presented modelling procedures are capable of predicting heat transport and can be used as a computationally fast tool that facilitates design and optimisation of industrial furnaces. The results with DTRM and DOM showed agreement in the validation against the experimental results. The results with DTRM and DOM showed agreement in the validation against the experimental results.

Mathematical model

All simulations performed in this paper are described with Reynolds-Averaged Navier-Stokes equations. The Reynolds stress tensor was modelled by using the k-ε turbulence model, which details can be found in [26].

Combustion modelling

The combustion process was modelled by SCM, which calculates a fast solution for the combustion process in oil-fired furnaces [20]. The SCM is based on empirical correlations for considering the impact of droplet evaporation, swirl motion, spray disintegration, chemistry kinetics on the oil combustion in an extended Arrhenius type expression. Additionally, SCM is applicable for the wide range of conventional oil flames. In SCM, the oil fuel is assumed in pre-mixed regime with the primary air-flow, due to consideration of the mixing time in combustion velocity. The model considers different reaction rate calculation:

\[
\bar{r} = -\rho \frac{\partial \bar{y}_{fu}}{\partial t} = -k \rho \bar{y}_{fu} \bar{y}_{O_2}
\]

where \(k\) is the reaction rate constant, \(\bar{y}_{fu}\) – the average fuel mass fraction, and \(\bar{y}_{O_2}\) – the average oxygen mass fraction, which is considered in the eq. (1) if \(\bar{y}_{O_2}\) is lower than 0.03. Constant \(k\) could be characterized as a combustion velocity and is obtained from the following equation:

\[
k = \frac{b}{t_{ei} + t_{ox}}
\]

where the combustion velocity coefficient \(b\) is considered 33 for the \(\bar{y}_{O_2}\) lower than 0.03 and 1 for \(\bar{y}_{O_2}\) higher than 0.03, due to the influence of enough oxygen. The denominator of the eq. (2) is called total time, and it consists of two terms. The first term is time of evaporation and induction, \(t_{ei}\):
with $T$ as local temperature, $R$ – the universal gas constant, and $d_{\text{init}}$ – the initial droplet diameter of value 0.3 mm. The second term is time of oxidation, which is calculated by following term:

$$ t_{\text{ox}} = \frac{d_{\text{init}}^2}{0.0032(T - T_0) - 1.79} \quad (4) $$

In SCM fluid-flow is calculated only for one gaseous phase, which results that the evaporation process of inlet fuel is modelled inside the evaporation and induction time in eq. (3). Further description about evaporation time calculation can be found in literature [27]. This model gives good coverage of kinetic combustion for the lean region and for the burning of evaporated fuel in the region of disintegrated droplets. In SCM, the $b$ is adjusted for different values of oxygen concentrations, which makes the reaction rate dependent on the availability of oxygen [20]. The mixing process of air and evaporated fuel in this work is amplified by the swirl motion of the primary inlet air. The inlet swirl velocity of primary air is defined by user-functions in the AVL FITE™, where the swirl ratio of 0.8 value around the $x$-axis is used. Additionally, this model is also suitable for calculating the flames formed in furnaces with the additional secondary inlet of air.

**Radiative heat transfer modelling**

In this subsection, two different modelling approaches that are used in this paper for the calculation of radiative heat transfer are presented: DTRM and DOM.

**Discrete transfer radiative method**

The primary assumption of the DTRM is that a single ray can approximate the radiation leaving the surface element in a specific range of solid angles. Such an assumption of DTRM is made by employing raytracing, where the change of incident radiation of each ray is only followed until the ray hit the wall [28]. The shift in incident radiation along a ray path can be written:

$$ \frac{dI}{ds} = \frac{a \sigma T^4}{\pi} - a I \quad (5) $$

where a change of incident radiation $I$ through path $s$ is equivalent to a difference of the emitted and absorbed incident radiation, described with the absorption coefficient $a$. For this research, the refractive index is assumed 1. The DTRM integrates eq. (5) along with a series of rays leaving the boundary faces. The incident radiation is defined as $I$ is calculated as [29]:

$$ I = \frac{\sigma T^4}{\pi} \left[1 - \exp(-as)\right] + I_0 e^{-as} \quad (6) $$

In the pre-processing, the raytracing paths are computed and saved before the start of fluid-flow calculations. An azimuthal angle from which the rays are shot is varied from 0 to $\pi$ and polar from 0 to $2\pi$. For each ray, length within each control volume that it intercepts is calculated and stored. All wall boundaries are taken as black and diffuse. Thus, the intensity leaving the wall is given:

$$ I_{\text{wall}} = \frac{\sigma T_w^4}{\pi} \quad (7) $$
where \( T_w \) is the wall temperature and \( \sigma \) – the Stefan-Boltzmann constant. That means that the outgoing radiation flux is composed only of the directly emitting. The incident radiation at inlets and outlets leaves the calculation domain. Therefore, it is not reflected on inlet and outlet boundaries, and it is calculated:

\[
I_{\text{of}} = \frac{\sigma T_w^4}{\pi}
\]  (8)

where \( T_{\text{of}} \) is the temperature of the outflow boundary. The incident radiation flux at the boundary element is then calculated as the sum of incident intensities for all rays. In participating media, the energy gain or loss in internal cells due to radiation is given through the radiation source term. The radiation source term is then inserted as source term of the enthalpy conversation equation. The overall energy gain or loss for a specific internal cell is calculated from the sum of all rays the contributions crossing the cell.

**Discrete ordinates method**

The radiation in participating media was also modelled by the DOM model featuring a finite volume approach. The radiative heat transfer in the DOM is based on solving RTE, which is consisting of two mechanisms: absorption and emission. Participating media absorbs the incoming radiation, which is then enhanced by the emission of the media in \( j \) direction:

\[
\frac{dI_j}{ds_j} = -(a + \sigma_s)I_j + a\left(\frac{\sigma T^4}{\pi}\right)
\]  (9)

where \( I_j \) is the intensity of incident radiation in the \( j \) direction, \( a \) – the absorption coefficient, and \( s_j \) – the ordinate direction with its spatial angle \( \Delta \Omega_j \). Spatial angle discretization is defined as the ordinate direction \( s' \) is oriented perpendicular to its spatial angle. The eq. (9) has to be solved for each discretised spatial angle, but the minimal number is recommended to be eight [13]. When the intensity of incident radiation in each ordinate direction is obtained, the incident radiation is calculated:

\[
G = \sum_{j=1}^{n} I_j \Delta \Omega_j
\]  (10)

where \( n \) is the total number of control angles that is defined by discretisation of spatial angles. It can be noticed from eq. (10) that the incident radiation depends mainly on the temperature, where the interaction between the radiation heat transfer and the radiative power source is modelled:

\[
S_{\text{rad}} = a(G - 4\sigma T^4)
\]  (11)

The boundary conditions in this work are assumed as the diffusive walls and are calculated only for the ordinates that have an orientation in the computational mesh. Diffusive opaque walls are defined as [10]:

\[
I_{\text{b}} = \epsilon \frac{n}{\pi} \left(\sigma T^4\right) + \left(1 - \epsilon\right) \sum_{\{i, n_i\} > 0} I_i |n_i D_{ci}| \sum_{\{i, n_i\} < 0} n_i D_{ci}
\]  (12)

where \( \epsilon \) is the wall emissivity and \( D_{ci} \) – the auxiliary variable for solving orientations of spatial angles in regard to cell face orientation. For the calculation intensities of incident radiation in
eq. (9), the upwind differencing scheme (UDS) is applied. Convergence criterium is defined as the ratio of the difference between the new and old value of incident radiation divided by the old incident radiation value, and in the following simulations equals 0.001.

Absorption coefficient modelling

Absorption coefficient in this work is modelled by implemented weighted sum of gray gases model (WSGGM) for grey gases, which is based on the CO₂ and H₂O correlations in the literature [30]. The total absorption coefficient \( a \) is defined:

\[
\alpha = -\frac{\ln(1 - \varepsilon)}{s}
\]  
(13)

Emissivity \( \varepsilon \) in eq. (13) is defined in eq. (14):

\[
\varepsilon = \sum_{i=0}^{2} \alpha_{i} \left[1 - \exp(-a_{i} ps)\right]
\]  
(14)

where \( \alpha_{i} \) is weight factor of the grey gas \( i \), \( a_{i} \) is its radiative absorption coefficient, \( p \) – the partial pressures of the of \( i^{th} \) grey gas. The weighting factors of grey gas \( i \) are defined by the polynomial term for which the polynomial coefficients \( b_{i,j} \) are tabulated:

\[
\alpha_{i} = \sum_{j=0}^{3} b_{i,j} T^{j}
\]  
(15)

For \( i \) equals zero, the transparent gas is assumed. The weight factor of transparent gas is defined as:

\[
\alpha_{0} = 1 - \sum_{i=0}^{2} \alpha_{i}
\]  
(16)

Numerical setup

In fig. 1, the computational mesh with around 177000 control volumes is generated, for which the mesh dependency test was performed on two finer meshes with the input cell size 66% and 50% of the initial cell size. Simulation performed on all three meshes showed flow, temperature and turbulence quantities with the relative deviation lower than 0.5%. For the mass conservation equation, the central differencing scheme (CDS) was employed. In contrast, for the turbulence, energy and volume fraction transport equations, the first order UDS was applied. For the momentum equation, a combination of CDS and UDS was proposed by introducing a blending factor of 0.5. The convergence of the solution was achieved when the normalised pressure residual reached values lower than \( 5 \times 10^{-4} \) also, momentum and energy residuals lower than \( 10^{-4} \). For turbulence, energy and volume fraction transport equations the first-order UDS was used, while for the continuity equation, the CDS was employed. For the momentum equation, the MINMOD Relaxed scheme was employed [20]. The convergence criteria were satisfied when normalised energy, momentum and pressure residuals reached a value lower than \( 10^{-4} \). For the DOM the RTE was solved each twentieth fluid-flow iterations. For the numerical simulations in this work crude oil fuel was modelled as a chemical compound with the average chemical formula \( \text{C}_{13}\text{H}_{23} \), where the lower heating value is set to 41.1 MJkg\(^{-1} \), and physical properties as density and viscosity are adopted from the AVL FIRE™ fuel database.
The boundary selections are shown in fig. 1, with the wall, inlet and outlet boundary conditions. The wall selections were defined as Dirichlet boundary condition of fixed temperature, and the air and fuel entrainment were prescribed with a constant temperature mass-flow. In the following case, all wall boundaries are set with an emissivity value 1. At the outlet selection, the static pressure was prescribed. Characteristic for the IJMuiden furnace is the secondary air with four times larger mass-flow. Spray parameters are considered inside the combustion model, which resulted in deficient computational time. That is precisely why this model is chosen for the combustion modelling in the furnace, to have an emphasis on the radiative heat transfer. For the DTRM raytracing, local hemisphere discretization was achieved with discretising boundary hemisphere with two polar angles and eight azimuthal angles. The normal boundary under-relaxation factor was set to 0.5, and the tolerance was set to 0.01.

Results

In this section, critical specific objectives, the significant findings, and the most significant conclusions of the paper are presented. The presented temperature results for the verification furnace case are calculated for the steady-state, where the convergence of results is achieved after approximately 3000 fluid-flow iterations.

Figure 2 shows the results at the line connecting the centre of the inlet and centre of the outlet. The black dots represent experimental temperature measurements that are used for validation of radiation models. The blue curve shows results without radiation, that indicate overprediction of temperature results, and pronounced radiative gas emission losses in the furnace. The orange curve shows results obtained with the DTRM, while the green curve represents the results obtained with the DOM. The main difference between DTRM and DOM results is visible at the outlet of the domain, and it can be attributed to the outlet geometry that makes uncertainty raytracing. Furthermore, the better trend with calculation without radiation is achieved with the DTRM, which can be assign to lack of rays that hit the cells in the near outlet region.

Figure 3 shows measured distributions of unidirectional radiation intensity through a steady-state oil flame, where the results with radiation are showed against experimental re-
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Results. Both models show good agreement with experimental results and with their trend. The DOM results have slightly overprediction compare to the DTRM results during the whole region, which is especially pronounced between 1.5 m and 2 m of flame. The difference in these results is the outcome from the model equations, that differently calculate the gas emission in the flame cells.

In fig. 4, at the top, the temperature field results are shown for the case where the radiative heat transfer was not considered. The colder fuel region is visible near the inlet due to the lower air and fuel temperature. Inside the combustion chamber after the spray region, the practically uniform temperature field is achieved with the temperature of around 2200 K.

The DTRM and DOM results show a good agreement in a temperature distribution inside the combustion chamber. Difference between results with included radiative heat transfer and without radiation is in the near-wall temperatures and around the inlet, due to no presence of gas emissions in heat transfer. That can be attributed to the low temperature region of the injected fuel and the high emissivity of the media near the walls. The lower mean temperature obtained in the simulations with included DTRM has a slightly broader and shorter flame region, which is especially visible in the area near the outlet, which is also evident in fig. 2 diagram. The computational time of the showed results is four times more expensive for DTRM case compared to the case without calculation of the radiative heat transfer in participating media. The DTRM pre-processing of raytracing contributes most to that difference, which needs to be calculated only once before the start of the first calculation. Additional computational demand of DTRM is also obtained due to low CPU parallelisation potential, where the communication between CPU is aggravated by waiting for raytracing information, unlike the DOM where the parallelisation is faster.
Conclusion

The radiative heat transfer analysis in CFD of the steady combustion process provides a valuable tool that can be used to investigate more accurate and better understand the combustion process. The feasibility of DTRM and DOM radiative heat transfer models in the AVL FIRE™ code is examined, where the focus is on their comparison and application in combination with the combustion process inside a furnace combustion chamber. Simulations performed with SCM are presented for three cases: without radiative heat transfer, with radiation calculated by DTRM, and with radiation calculated by implemented DOM. The comparison of the CPU execution time showed that the calculation with DTRM is 3.8 times, and with DOM 2.3 times more time consuming than the case without calculation of the radiative heat transfer in participating media. The validation results showed good agreement with the experimental data with a better prediction of DOM model in the temperature trend near furnace outlet, which can be attributed to the shortcomings of DTRM raytracing in the near outlet region. The comparison of temperature distribution shows that the temperature field predicted with the DOM approach has a good agreement with the DTRM results, where a similar trend to the simulation without radiation is achieved. Furthermore, the main difference between DTRM and DOM results is visible at the outlet of the furnace, where the outlet geometry impacts the DTRM raytracing uncertainty. While for the DOM calculation, the incident radiation is calculated in every cell, which results in a better agreement with the experimental temperature profile along with the furnace. The calculations with the DTRM and DOM model are compared with the simulation without calculating radiative heat transfer, where approximately 25% higher temperatures are reached. Finally, it can be stated that the presented method with DTRM and DOM models can serve as a solution for a swift investigation of the radiative heat transfer in participating media of real industrial furnaces.
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