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This paper presents a novel procedure for short-term load forecasting in distribu-
tion management systems. The load is forecasted for feeders that can be of a pri-
marily residential, commercial, industrial or combined type. Each feeder has var-
ious amounts of distributed energy resources installed, which accounts for multi-
ple different load patterns. Hence, the distribution management systems cannot 
use a single short-term load forecasting model for all forecasts. The proposed 
procedure addresses the specificity of each particular feeder type, by creating 
customized short-term load forecasting models. It uses a genetic algorithm to se-
lect the best inputs for different multiple linear regression models. The genetic 
algorithm chooses variables from a dataset constructed using load and tempera-
ture measurements. The dataset is extended by adding non-linear transformations 
and mutual interaction effects of the measurements, as well as calendar varia-
bles. This extension enables for the modelling of non-linear influences and ex-
tracts the non-linearity to the domain of input variables. The models’ perfor-
mance is assessed by the mean absolute percentage error. The proposed proce-
dure is applied to a set of measurements collected from an US electric power util-
ity, which operates in the city of Burbank, Cal., USA. The obtained multiple line-
ar regression model is compared with a previously proposed naïve benchmark, 
and a special comparison model, developed by correlation analysis. The pro-
posed method is extendable to suit distribution management systems with differ-
ent types of electricity consumers. 

Key words: short-term load forecasting, input variable selection,  
multiple linear regression, genetic algorithm 

Introduction 

Short-term load forecasting (STLF) presents an important functionality for any elec-

tric power system. The STLF is defined as the prediction of the load shape for a given set of 

consumers in some future period. The usual horizon of the forecasting is the next 24 hours (i.e., 
the next day), observed from the moment it is implemented. Forecasts are sometimes generated 

up to seven days ahead [1], depending on the specific needs of the system operator. Many im-

portant decisions are based on STLF, such as unit commitment, generator scheduling, mainte-

nance plans, and economic dispatch. Accomplishing STLF is difficult, due to the non-linearity 

of the load series, its dependence on many different factors (environmental, social, and econom-

ic), and their random-like behavior. The trend of applying new methodologies to tackle the chal-
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lenges of power systems regarding STLF resulted in the development of numerous forecasting 

models. These models can roughly be categorised into the following groups: the classical meth-

ods [2, 3], the artificial intelligence methods [4, 5], and the hybrid methods [6-9]. Artificial in-

telligence and hybrid methods are often used for forecasting electricity price [10-12], which is 

closely related to STLF, as well as wind power [13], which proves the generality and practicali-

ty of such methods. However, a large number of procedures proposed in the literature produce 

dedicated models that cannot be generalized easily, and thus applied to a particular new real 

system. This inadequacy is mainly because most STLF models have been developed to suit the 

specific needs of the load process to which they were applied. To address the problem of gener-

ality in the field of STLF [14], proposes a multivariate meta-learning system that is dedicated to 

finding a framework for STLF. While the mentioned approach produces promising results, the 

primary focus of the authors is the learning-based selection of an existing algorithm, which pro-

duces the best results for a given situation, rather than the customisation of a particular algo-

rithm to suit the characteristics of a specific electric consumer. A framework for an intelligent 

energy management system in industry is proposed in [15], in which the authors analyse the in-

put variables in order to choose the best model configuration. However, the primary data analy-

sis of the potential STLF models’ inputs is mainly based on statistical methods, the examination 

of which we expand in this paper. The field of STLF, in general, lacks the well-established 

methodology to produce benchmarking models for comparative assessment [16], and determin-

ing which inputs correlate to the predicted variables the most is a tedious task. Many papers 

have been written to address this problem, regardless of the technique used to model the actual 

prediction process. In [17], the authors proposed the method to determine the input space of the 

STLF neural network (NN) that is based on phase-space embedding of a load time series and re-

sults in a more parsimonious layout of the NN. In [18], the authors proposed a technique for re-

ducing attributes, based on variable precision with a rough set. 

This paper proposes a new method for input variable selection when designing a 

STLF model that must suit a particular consumer type for a given electric utility. The method 

uses a genetic algorithm (GA) to select the variables that most influence the predicted load. 

Multiple linear regression models for STLF 

General linear regression models that are used for STLF and have normal error 

terms can be defined with the following equation: 

 0 1 ,1 2 ,2 1 , 1 ii i i p i pL X X X e           (1) 

where 0…p–1 are the model parameters, Xi1…Xp–1 are the known constants, and ei – the in-

dependent, normally distributed random variable N(0, 2). Then, the response function is: 

   0 1 1 2 2 1 1p pE Y X X X          (2) 

where X1…Xp–1 represent the predictor variables. Definition (1) thus implies that the observa-

tions Li are independent normal variables, with a mean value of E[Li], as given by eq. (2), and 

a constant variance 2. 

Quantitative and qualitative prediction variables 

Prediction variables that constitute the prediction function are often quantitative. For 

example, if we model the consumption in some area as a linear function of the number con-

sumers in that area, the load time series will exhibit an increasing pattern if the number of 
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consumers increases. The count of consumers in this case can be regarded as a quantitative 

variable. 

Definition (1) does not strictly imply the use of variables that are quantitative. The 

use of qualitative variables, sometimes called class or dummy variables, is also possible. 

These variables represent such information as the type of the day, i.e., weekday or weekend, 

and can be included in the model. Indicators with values of 0 or 1 are used to identify the 

classes of a quantitative variable. For example, if the load, L, prediction is implemented based 

on the information about the type of the day for which the prediction is being performed (i.e., 
whether it falls on a weekend or on a workday), we define a qualitative prediction variable Xi 

in the following way: 

 
1

1

1,  if the day is a weekday

0,  if the day is a weekend 

X

X




 (3) 

The predicting function is then defined as E[L] = 0 + 1X1, which becomes  

E[L] = 0 + 1, for the working day, and E[L] = 0, for the weekend. 

Polynomial regression 

Polynomial regression models can contain polynomials of the predictor variables, 

which make the response function curvilinear. For example, if one of the variables used to 

predict the L is the temperature, Ti, and the order of the polynomial is three [3], then the pre-

diction model can be written: 

 2 3
0 1 1 2 1 3 1i iL T T T e         (4) 

Although eq. (4) has non-linear terms, it is in fact a special case of (1) because the 

prediction variables 1 1
32

1,,  andT T T , are independent, which we can present as Xi1, Xi2, and Xi3, 

while the model proposed in (4) becomes: 

 0 1 1 2 2 3 3i i i iL X X X        (5) 

Transformed variables 

In addition to the basic variables that form the prediction model, their transformed 

shape can also be considered, as the model is still linear in its parameters. The transformations 

of the input variables can be non-linear functions, such as ln and log. For example, we can 

write: 

 0 1 1 2 2 3 3lniL T T T        (6) 

The basic temperature measurement is transformed by a natural logarithm, and the 

variable enters the model as such. This is still a special case of (1) because, when lnT2 = Xi2, 

(6) can be rewritten: 

 0 1 1 2 2 3 3 2 2,  lni i iL T X T T X         (7) 

Interaction effects 

In general, when two or more variables influence the process to be predicted, the be-

havior of one variable can influence the behavior of another one, and such a combined influence 

is called the interaction effect. For example, the same environmental temperature of 12 °C will 

be perceived differently in January vs. in August and thus cause different usage of heating/air-

conditioning devices and, consequently, a different system load. Modelling such effects can be 
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accomplished by multiplying two variables, for example, the current month and the current 

temperature. The model obtained in such a way is presented with: 

 0 1 1 2 2 3 3iL T mT T        (8) 

where m stands for the month in which the temperature T2 occurred. We can see that this 

equation is still a special case of (1) because, when Xi2 = mT2, eq. (8) can be rewritten: 

 0 1 1 2 2 3 3i iL T X T        (9) 

The proposed methodology 

This paper suggests a novel method for determining the inputs to a STLF model 

through the use of a GA. For previous examples of GA used in electric power systems, see 

[19, 20]. The proposed algorithm analyses the influence of the input variables to the predicted 

electric load. The variables that are candidates for input model selection are based on the rec-

orded measurements of the load and the temperature. However, apart from the raw load and 

temperature measurements, their non-linear transformations are also added as candidates to 

form the prediction model. The idea behind this approach is that, when combined, two or more 

variables, which are not strongly correlated to the targeting variable themselves, may have a 

significant impact on the prediction, as described in section Multiple linear regression models 

for STLF. Once the input variables are selected, a prediction model is constructed using classi-

cal multiple linear regression (MLR), for which the parameters are calculated by the ordinary 

least square error method. For the purpose of benchmarking, the performance of the proposed 

model was compared with two different models formed by the traditional approach. The first 

approach is a naïve MLR model proposed in the literature [16], which had also initiated the idea 

used herein. The second one was formed using correlation analysis, and it takes into account on-

ly those input variables that most correlate with the predicted load. The proposed methodology 

was applied to a set of load series data representing the energy consumption in a US utility from 

the city of Burbank. The differences in the behavior of different models are analysed, and ap-

propriate conclusions are thereupon formulated. 

When proposing a conceptually new method to tackle the problem of STLF, it is nec-

essary to validate its performance. Hundreds of different models have been proposed in the lit-

erature over the past decades, often claiming the improvement in precision in comparison with 

the other models. However, it is not always possible to validate the performance of those mod-

els, partly because they were developed for a very narrow field of application and partly be-

cause many of them are still on theoretical grounds and lack significant practical value [16]. 

In this paper, we describe the application of the benchmark model proposed in [16] 

to our model. Based on the performance of the model and the correlation analysis of the load 

data time series, we constructed several MLR models for STLF that are customised for this 

particular load time series. The proposed process can serve as a starting point in constructing 

a real-life commercial application of STLF functionality, mainly as a benchmark but also as a 

component of more advanced, hybrid methods. Finally, we propose a GA optimising proce-

dure to construct an efficient MLR model and apply it to the model at hand. 

Research data 

The models that are proposed in this paper require two sets of data for their construc-

tion. In the first case, we design the model to take into account only the temperature variables, 

while in the second case, the sole information that composes the model involves the past behav-
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ior of the load process at the system level. Most electric utilities have access to these two sets of 

data; some even have their own meteorological facilities, while others use weather services. To 

determine the parameters of the model, a training period ranging from January 1, 2009 to Au-

gust 21, 2011 was used. To validate the performance of the model, a period from August 22, 

2011 to August 28, 2011 was used. We made this choice based on a previous analysis of the en-

tire recorded dataset and the fact that the validation period chosen represents the week with the 

maximum consumption of electrical energy for the city of Burbank, Cal., USA. The tables and 

figures in section Results and discussion are all constructed with respect to this choice of the 

training/validation period. Some of the temperature variables, which were used to form the pre-

diction model, would not be available in a real-life situation, and in this paper, the recorded 

measurements were used. This situation results in slightly altered errors in the actual exploita-

tion phase of a model because temperature predictions are used instead of the recorded values. 

Correlation analysis 

One of the methods to select the input variables that constitute a STLF model is 

through a correlation analysis. In this paper, we shall examine the characteristics of several time 

series to determine the impact on the targeting load series. The first model is constructed using 

only temperature data, and the components of the signal that influence the targeting data series 

the most are chosen to enter the model. Apart from basic temperature measurements, there are 

also variables that represent its polynomial or non-linear transformations. The reason for this 

choice can be seen from the fact that the exponent to a degree of a recorded temperature has 

higher correlation to the predicted load value, e.g., 15 hours ahead, than its basic recorded 

measurement. The detailed table of correlation-selected variables will be presented in section 

Correlation analysis of the temperature series influences. The second model is constructed us-

ing only the load data, and the components that correlate the most with the process to be pre-

dicted are taken into account. The approach of adding non-linear transformations of the basic 

measurements, similar to the one mentioned above, is also applied here. The time period in 

which the temperature measurements influence the resulting load series was observed to be one 

week before, including the forecasting day. This choice was made based on common sense and 

the assumption that the temperature in buildings, ground, water, etc., shall only accumulate for a 

couple of days. However, the time period that was used to assess the correlation with the past 

load behavior was one week but without the prediction day because these data are not available 

at the moment of prediction, i.e., the prediction is performed for the period 24 hours ahead. 

The GA optimisation of the STLF model 

A GA is used to determine the best set of input variables for STLF functionality. A 

highlight of the proposed methodology is its applicability to different types of consumers in 

different electrical utilities. Furthermore, the algorithm does not have to be limited only to the 

application in MLR models but could also be used in the different STLF techniques already 

proposed in the literature. 

Creating the extended input variable candidates set 

Most utilities have access to load and temperature measurements. However, the de-

pendency of the future load, if based only on the basic values of these recorded measure-

ments, can rarely be determined with a satisfying accuracy. For this reason, we propose an ex-

tended data set that will contain the candidate variables for creating the input of a STLF mod-

el. The extensions of the basic recorded measurements data set are created in several ways: 
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– Creating non-linear transformations of the basic measurements, including exponential, 

logarithmic and integral transformations, 

– Including calendar variables (section Interaction effects), 

– Modelling interaction effects by combining calendar variables with recorded measure-

ments. 

The entire extended data set of input variable candidates is presented in tab. 1. The 

parameters i and k represent the hour and the day lag, respectively. The parameter 𝑛 repre-

sents the degree to which a variable is exponentiated. This is an important step, as the correla-

tion analysis above demonstrates better correlation with such variables. 

Table 1. Components of the extended data set of input variable candidates 

 

Some variables that are added to the dataset do not have significant correlation with 

the predicted load time series but can still affect the predicted load time series. These varia-

bles are mainly qualitative calendar and interaction variables described in section Multiple 
linear regression models for STLF. 

Population 

The population of the GA consists of a fixed number of genes, each representing a 

subset of the extended variable set. A fixed number of elements (variables) exists in one gene, 

and it represents the final number of the MLR model parameters. This number is modified in 

different GA optimisations, and the best choice for this particular approach is presented in 

section Results and discussions, and is represented by the number of model components. The 

initial elements that will form a particular gene are selected randomly from the extended da-

taset, with uniform distribution. The population size that provided the best results in terms of 

accuracy and training time was 100 genes. 

Candidates Description 

( )n
d kT h i   The nth degree of the recorded temperature 

ln ( )d kT h i   Natural logarithm of the recorded temperature 

23

d( )

h i

d k

h i

T t t





 

  Integral of the recorded temperature, over the 24 hours 

( )n
d kmT h i   Interaction effect between the current month and the nth degree of the temperature 

d ( )n
d kT h i   Interaction effect between the current day and the nth degree of the temperature 

( )n
d khT h i   Interaction effect between the current hour and the nth degree of the temperature 

2 ( )d kL h i   The nth degree of the recorded load 

d ( )d kL h i   Interaction effect between the current day and the load 

ln ( )d kL h i   Natural logarithm of the recorded load 

23

d( )

h i

d k

h i

T tt





 

  Integral of the recorded temperature, over the 24 hours 
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Selection 

For each gene in a population, the appropriate variables are extracted from the da-

taset. The matrices that represent inputs and outputs for each day of the training period and of 

the prediction period are then formed. The MLR model can be described with the matrix 

eq. (10), where S stands for the all-selected variables matrix, y represents all respective out-

puts for those variables, and the vector b stands for the unknown coefficients. The vector y 

contains the recorded loads for each hour of each day of the training period. The matrix S 

contains the same number of instances (i.e., rows) as y, with each instance representing a par-

ticular set of variables chosen by the GA. Once the GA forms the matrices, it determines the 

model parameters with the LSE method, namely by solving the matrix: 

 b yS  (10) 

 1( )T Tb y S S S  (11) 

Once the coefficients of the model are calculated, the GA also calculates the load 

predictions for the prediction part of the dataset, using the first matrix, eq. (10). When predic-

tions are available, the assessment of the model’s performance is calculated through the mean 

average percentage error (MAPE) in the following way: 

 
1

MAPE 100%
n

i i

ii

y p

y


  (12) 

where n stands for the number of hours in the forecasting period, and y and p – the actual and 

predicted values, respectively. Finally, the MAPE is used as a fitness function. This procedure 

is repeated for each individual of the current population, and from that point, the GA contin-

ues its operation. Selection of the best individuals is performed as a classical roulette selec-

tion, since this option provided the best results. 

Crossover and mutation 

The in-memory representation of a GA gene that is used throughout these experiments 

is by indices of the selected variables in the extended dataset. For this kind of representation, the 

best results were obtained by using the scattered crossover, and the uniform mutation. 

Results and discussion 

Comparison with a naïve model 

The model proposed in [16] consists of several variables that represent the constant 

value, the linear trend, the combined influence of the current day and the temperature, the dif-

ferent interaction effects between an exponent of the current temperature, and the current 

month/hour. The model is constructed for the purposes of benchmarking and can be stated with: 

 2
0 1 2 3 4 5) ( ) ( )(d d dL h Trend dh m mT h mT h             

 3 2 3
6 7 8 9( ) ( ) ( ( ))d d d dh h hmT hT hT hT h        (13) 

The authors have reported the acceptable performance of this model when used on 

their dataset. The MAPE is reported to be oscillating around 5%, depending on the prediction 

preferences. The lowest MAPE for the hourly load is reported to be 4.89%, for the 24 hours 



Ilić, S. A
 

ahead prediction. When applied to the dataset 

used in this paper, the model did not perform 

with a satisfactory accuracy. The performance 

of the benchmark model is presented in fig. 1, 

together with the performances of the models 

developed by correlation analysis. The horizon-

tal axis represents the forecasting period from 

August 22, 2011 to August 28, 2011. The verti-

cal axis represents the electrical load of the sys-

tem in MW. To consider the benchmark model 

plausible, the MAPE would have to be in the 

order of magnitude reported by the authors, 

which is around 5%. The MAPE for the testing 

period in our repeated experiments (with the 

naïve model) is 16.18%, which is not accepta-

ble, neither for benchmarking purposes nor for 

commercial application. 

Correlation analysis of the temperature  

series influences 

The temperature influence was independently tested from any other variable. The 

temperature variables that constitute the prediction model were chosen based on their correla-

tion to the load series. The time span that was included for the possible choice of temperature 

variables was seven days, including the recorded measurements of the forecasting day. This 

choice was based upon trial and error, keeping in mind the heat capacity of the environment. 

Apart from the basic temperature measurements, the other variables also served as candidates 

to form the model, such as their non-linear transformations and the interaction variables. 

Based on the selected variables, we can construct a model that is described: 

 

4 3 4
1 2 3

4 3 2
4 5 6

15 15 16( ) ( ) ( ) ( )

( ) ( )14 16 15( )

d d d d

d d d

L T h T h T h

T h T h T h

h   

  

      

      
 

 3 2
7 7( )14 ( 14)d dT h T h      (14) 

The proposed model was tested with the recorded temperature measurements, and 

the obtained results are shown in fig. 1. The MAPE of this model for the testing period is 

14.08%, which is better than the first model but is still not acceptable, since greater precision 

can be achieved by a simple correlation analysis of the load series (explained in detail in sec-

tion Correlation analysis of the load series influences). We can see, however, that the predic-

tion curve fits the actual load time-series better than the benchmark model. This potentially 

means that the generated model could still provide some useful information (i.e. not contained 

in the load time series, hence useful when combined), regardless of the large prediction error. 

Correlation analysis of the  

load series influences 

The influence of the past behavior of the load time-series on the prediction accuracy 

was tested in isolation from the other variables. The load variables that enter the model were 

 

Figure 1. Performances of different MLR 
models determined by a correlation analysis; 

the MAPE for each of the models is presented 
in tab. 2 
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chosen based on the correlation analysis to the prediction signal. At the time of the forecast-

ing, only the previously recorded data were available, therefore, the most recent variables start 

from one day before the forecasting day and look back seven days. In addition to the basic 

load measurements, other variables can be chosen as model candidates, namely non-linear 

transformations and interaction effects. Based on the presented variable choice, we can form 

the model described by: 

 2
1 1 2 1 3 1 4 1( ) ( ) ln[ ( ) ( ) ( )] 1d d d d dh h hL L L L L hh             

 2
5 7 6 1 7 1 8 7( ) ( )ln[ ] 1 ln[ 1 ]( ) ( )d d d dL L h L Lh h h             (15) 

The proposed model was tested with the recorded load measurements, and the ob-

tained results are shown in fig 1. The MAPE of this model for the testing period is 6.65%, 

which is better than both previous models and could be used for comparison purposes with the 

other models. The fitting of the prediction curve to the actual load time series is the best in 

comparison with the previous two models. 

Combined temperature and load model 

We proceed by combining two previously obtained models to form a model of satis-

factory accuracy for comparison purposes. The combined model is formed by integrating the 

influence of the temperature and the load variables. The model can be defined with: 

 

4 3 4 4
1 2 3 4

3 2 3 2
5 6 7 8

2
9 1 10 1 11 1 12 1

( ) ( –15) ( –15) ( –16) ( –14)

( –16) ( –15)

l

( –14) ( –14)

( ) ( ) ( ) ( –1)n[ ]

d d d d d

d d d d

d d d d

h h h h h

h h h h

L T T T T

T T T T

L L L Lh h h h

   

   

      

    

    

    

 

 2
13 7 14 1 15 1 16 7( ) ( –1)ln[ ] ln[ –1 ] () )(d d d dL L L L hh h h           (16) 

with a total of 16 parameters. The results of the combined model are shown in fig. 1. The 

MAPE for the displayed period is 5.95%, which can be useful for comparison purposes. We 

can see that the fitting of the curve of the prediction to the actual recorded data is best in com-

parison with the previous three models. 

Model obtained by use of a GA 

The customised model is obtained by the procedure described in section The GA op-
timization of the STLF model. The optimisation was performed for the same time period as in 

previous examples, with the prediction period being the peak week for the year 2011. The 

number of variables that constitute the model is set to 16, which resulted in 16 coefficients to 

be determined. This choice ensures the fair comparison between methods obtained by purely 

correlational analysis because the combined method, described in the previous section, is also 

composed of 16 input variables. The performance of the model obtained by GA is shown in 

fig. 2, together with the performances of the comparison models. 

Comparison of prediction errors  

introduced by different models 

The models that were constructed for the purposes of the research in the scope of 

this paper all perform differently when applied to the same testing period with the same train-
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ing data. This variety of responses is not always 

accented in the STLF field, partly because a 

majority of the methods reported in the litera-

ture are developed to suit the particular needs of 

the specific electric utility. In this paper, a pro-

cedure for choosing the best model to suit a 

particular purpose is presented, and the model 

obtained in such a way clearly demonstrated 

better performance in comparison with other ad 
hoc models, as well as with the ones construct-

ed by a correlation analysis. The results in 

terms of the MAPE are shown tab. 2. In addi-

tion to the MAPE, which is most commonly 

used to depict the performance of a given mod-

el, other errors are also calculated, such as the 

mean absolute error (MAE) and the mean 

weighted absolute error (MWAE), which are defined: 

 
1

MAE
n

i i

i

y p


   (17) 

 
1

MWAE ( )
n

i i i

i

y p y


   (18) 

Table 2. Performance comparison of the different models, in terms of the MAPE, MAE, and MWAE 

This last measurement, the MWAE, can serve as an indicator of the system behavior 

when it is being fully loaded because the forecasting errors will be treated with greater respect 

if they occur during the peaking period (high load). 

It is not always possible to reproduce the models presented in literature, partly be-

cause of the data availability, and partly because of the complexity of the implementation. 

Furthermore, the selected comparison method does not always have to represent the behav-

ior of the underlying process very well, especially if it has been designed to suit a specific 

electric consumer in a completely different utility. The intention of this paper was not the 

development and fine tuning of a particular model, but rather a proposal of a uniform mod-

elling method, that could be used in various scenarios. Apart from the MLR based models 

developed in this paper, a comparison with another model obtained by a different technique 

 

Figure 2. Performance of the model obtained 
by the GA, in comparison with model 

obtained by support-vector machines 

Model MAPE [%] MAE [MW] MWAE [–] 

Naïve benchmark 16.18 23.76 8784 

Purely temperature 13.42 15.94 4769 

Purely load 6.65 9.87 2944 

Combined 5.96 8.55 2395 

GA 3.51 6.88 1429 

SVM 4.57 8.85 1824 
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has also been presented, namely with support-vector machine (SVM). This particular SVM 

comparison model is currently employed as a production tool in a US electric power utility, 

from which the data for this research was obtained. The results are presented graphically in 

the fig. 2, and numerically in the tab. 2. This comparison confirms the validity of the STLF 

customising method proposed in this paper, because the overall precision and stability is 

better for the obtained MLR model. 

Conclusions 

When designing a STLF model, selection of the input variables presents one of the 

challenges because the performance of different models varies greatly, depending on the pro-

cess to which it is being applied. One particular forecasting model may perform with excep-

tional precision on one class of electrical consumers, while it may completely fail on another 

class. Therefore, different utilities often invest in the design of customised models. In this pa-

per, we investigated the possibility of applying a GA to tackle the mentioned challenge. We 

proposed a relatively simple but powerful customising procedure that can be applied to differ-

ent classes of load processes, rather than proposing a single novel STLF model and claiming 

its advantage over other models. This paper can provide useful insight into the benchmarking 

process in the field of STLF and can thus serve as a starting point for researchers and practi-

tioners who are designing sophisticated models to suit particular purposes. 

An independent model was developed based on a correlation analysis for the pur-

pose of benchmarking. The performance of the benchmark model and the GA-obtained model 

are directly compared, and the results clearly demonstrate the advantage of the GA approach. 

In terms of the MAPE, the GA constructed model is 2.5% more accurate when predicting the 

load for the peak week of 2011. The GA obtained model has also been compared with an in 

house STLF commercial tool based on SVM, and it is 1% more precise in terms of MAPE. 

The performance of the model obtained by the proposed GA optimising procedure may be 

satisfactory for the purposes of comparison for some utilities, while for others, it may be satis-

factory as an actual commercial tool. Note that in the process of comparing STLF models, the 

recorded temperatures were used. In the actual exploitation phase, the predicted temperatures 

would be used, which would yield greater forecasting error, the amount of which must be de-

termined by on-site experimentation. 

In further development of the concepts proposed in this paper, we will investigate 

the possibility of applying the mentioned optimising procedure to more sophisticated STLF 

methods, such as the artificial neural network and SVM. Other optimising procedures, when 

selecting input model variables, such as particle swarm optimisation, may also be used. 
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