The main aim of this paper is to investigate the efficient Chebyshev wavelet collocation method for Ginzburg-Landau equation. The basic idea of this method is to have the approximation of Chebyshev wavelet series of a non-linear PDE. We demonstrate how to use the method for the numerical solution of the Ginzburg-Landau equation with initial and boundary conditions. For this purpose, we have obtained operational matrix for Chebyshev wavelets. By applying this technique in Ginzburg-Landau equation, the PDE is converted into an algebraic system of non-linear equations and this system has been solved using MAPLE computer algebra system. We demonstrate the validity and applicability of this technique which has been clarified by using an example. Exact solution is compared with an approximate solution. Moreover, Chebyshev wavelet collocation method is found to be acceptable, efficient, accurate and computational for the non-linear or PDE.
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Introduction

When viewed from a historical perspective, wavelet analysis is a new method, although based on the work of the 19th century mathematical foundation Joseph Fourier. Fourier has laid the foundations for the theory of frequency analysis and proved to be very important and effective. This approach is suitable for signal filtering and compression with time-dependent waveform-like properties. However, it may not be suitable for functions with regional characteristics. In other words, series of Fourier gives only frequency resolution but not time resolution. Although we can identify all the frequencies in a signal, we cannot determine when those frequencies are. Therefore, the researchers’ interest has become increasingly scale-based from frequency-based analysis.

The concept of wavelet was first dealt with in 1909 by Alfred Haar’s master thesis. Since that time, Wavelet analysis methods have been developed. After that, research on wavelets has reached international dimension by Y. Meyer and colleagues. The main algorithm is based on the work of Stephane Mallat in 1988 [1]. At the beginning of this researches are Ingrid Daubechies [2], Ronald Coifman [3] and Victor Wickerhauser [4], who pioneered others. The working and application areas of wavelets are growing very rapidly.
In general, wavelets have been very used successful in many different fields of science and engineering such as thermal science, signal analysis, data compression, seismology. Wavelets can be used for algebraic manipulations in the system of equations obtained which leads to better resulting system. For this reason, wavelet methods have become a more preferred numerical method today.

Wavelets have many different families. These are the most familiar and simple Haar wavelets. Haar wavelets are used by many researchers because of their simplicity [5-10]. The disadvantage of using Haar’s functions is the low accuracy of the numerical approach. Therefore, it is thought that smooth Chebyshev wavelets have a more accurate approach to Haar wavelets [11]. Chebyshev polynomials and their properties are used to obtain the general procedure for the formation of matrices. Then, operational matrices of Chebyshev wavelet expansions are applied for the solution of non-linear PDE. Due to their smoothness and good interpolation properties, the correctness of Chebyshev wavelets is better than that of Haar wavelets and therefore we use the Chebyshev wavelet collocation method to solve Ginzburg-Landau equation.

The complex Ginzburg-Landau equation is known as the first model of the amplitude equations and is given:

\[
\frac{\partial A}{\partial t} = A - (1 + i\alpha)|A|^2 A + (1 + i\beta)\nabla^2 A
\]  

(1)

In the complex Ginzburg-Landau equation, the \( \alpha \) and \( \beta \) parameters are real parameters, and \( A(x,t) \) is a complex scalar domain called the order parameter. The qualitative dynamic behavioral solutions of equality change with coefficients \( \alpha \) and \( \beta \). These coefficients can be obtained from the equations found at the end as a result of exhaustive calculations for a given system.

For large values of \( |\alpha| \) and \( |\beta| \), the complex Ginzburg-Landau equation is reduced to the non-linear Schroedinger equation [12]. In recent years, the dynamics outside such boundaries have been working intensively in theory. The complex Ginzburg-Landau equation shows a broadly valid behavior. The equation in 2-D has spatial wave solutions and is perhaps the simplest equation solved in this form. The time dependent Ginzburg-Landau theory is used to determine the non-equilibrium properties of superconductors. More elementary and detailed introductions to the concepts underlying the equation can be found in [13-18].

Lately, the Ginzburg-Landau Equation has been numerically solved by using Galerkin finite element method [19], modified simple equation method [20] and decomposition method [21].

In this paper, we have discussed the Chebyshev wavelet collocation method and we have solved the Ginzburg-Landau equation and examined the accuracy of the results.

**Properties of Chebyshev wavelets and its operational matrix of integration**

Wavelets constitute a family of functions constructed from dilation and translation of a single function called the mother wavelet \( \varphi(x) \). When the dilation parameter \( a \) and the translation parameter \( b \) vary continuously, we have the following family of continuous wavelets as [2]:

\[
\varphi_{a,b}(x) = a^{\frac{1}{2}} \varphi\left(\frac{x - b}{a}\right), \quad a, b \in \mathbb{R}, \quad a \neq 0
\]  

(2)
Chebyshev wavelets are written as \( \phi_{n,m}(x) = \varphi(k, n, m, x) \), have four arguments, where \( k = 0,1,2, \ldots \) and \( n = 1,2,\ldots,2^{k-1} \), \( m \) is degree of Chebyshev polynomials of the first kind, and \( x \) denotes the normalized time. They are defined on the interval \([0,1]\) as:

\[
\phi_{n,m}(x) = \begin{cases} 
\alpha_m 2^{k/2} T_m \left(2^k x - 2n + 1, \frac{n-1}{2^{k-1}} \leq x \leq \frac{n}{2^{k-1}}\right), & \text{otherwise} \\
0, & \text{otherwise}
\end{cases}
\]

where

\[
\alpha_m = \begin{cases} 
\sqrt{2} & m = 0 \\
2 & m = 1,2,\ldots
\end{cases}
\]

and \( m = 0,1,\ldots,M-1, \) \( n = 1,2,\ldots,2^{k-1} \). Here, \( T_m(x) \) are the well-known Chebyshev polynomials of order \( m \), which are orthogonal with respect to the weight function \( W(x) = (1-x^2)^{1/2} \) on the interval \([-1,1]\), and satisfy the following recursive formula:

\[
T_0(x) = 1, \quad T_1(x) = x, \quad T_{m+1}(x) = 2xT_m(x) - T_{m-1}(x)
\]

We should note that \( T_m(2^{k+1}x - 2n + 1) \) are Chebyshev polynomials of the first kind of degree \( m \) that are orthogonal with respect to the weight function \( W_m(x) = W(2^{k+1}x - 2n + 1) \). A function \( f(x) \in L_2^2[0,1] \) may be expanded into Chebyshev wavelets basis:

\[
f(x) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \kappa_{n,m} \phi_{n,m}(x)
\]

where

\[
\kappa_{n,m} = \langle f(x), \phi_{n,m}(x) \rangle
\]

\( \langle \cdot, \cdot \rangle \) denotes the inner product with weight function \( W_m(x) \) in eq. (7) [22]. Truncated form of eq. (6) can be written:

\[
f(x) \equiv \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \kappa_{n,m} \phi_{n,m}(x) = K^T \Psi(x)
\]

\[
K = \begin{bmatrix} \kappa_{00}, \kappa_{11}, \ldots, \kappa_{1M-1}, \kappa_{20}, \ldots, \kappa_{2M-1}, \ldots, \kappa_{2^{k-1}0}, \ldots, \kappa_{2^{k-1}M-1} \end{bmatrix}^T
\]

and

\[
\Psi(x) = \begin{bmatrix} \varphi_{00}(x), \varphi_{11}(x), \ldots, \varphi_{1M-1}(x), \varphi_{20}(x), \ldots, \varphi_{2M-1}(x), \ldots, \varphi_{2^{k-1}0}(x), \ldots, \varphi_{2^{k-1}M-1}(x) \end{bmatrix}^T
\]

For simplicity, we write eq. (9):

\[
K = \begin{bmatrix} \kappa_1, \kappa_2, \ldots, \kappa_{2^{k-1}} \end{bmatrix}^T, \quad \Psi(x) = \begin{bmatrix} \varphi_1, \varphi_2, \ldots, \varphi_{2^{k-1}} \end{bmatrix}^T
\]

and

\[
\kappa_i = \begin{bmatrix} \kappa_{00}, \kappa_{11}, \ldots, \kappa_{iM-1} \end{bmatrix}^T, \quad \psi_i(x) = \begin{bmatrix} \varphi_{00}(x), \varphi_{11}(x), \ldots, \varphi_{iM-1}(x) \end{bmatrix}^T \text{ for } i = 1,2,\ldots,2^{k-1}
\]

Moreover, an arbitrary function of two variables \( u(x,t) \) defined on \([0,1] \times [0,1]\), can be explained into Chebyshev wavelet basis:
$u(x,t) \approx \sum_{i=1}^{2^{k-1}M} \sum_{j=1}^{2^{k-1}M} \kappa_{ij} \phi_i(x) \phi_j(t) = \Psi(t)^T K \Psi(x)$ \hspace{1cm} (12)

where $K = [\kappa_{ij}]$, $\kappa_{ij} = \langle \phi_i(x), \phi_j(t) \rangle$. Taking the collocation points:

$$t_i = \frac{2i-1}{2^k M}, \quad i = 1, 2, \ldots, 2^k M$$

we define the $2^k M \times 2^k M$ matrix $\Phi$ as [23]:

$$\Phi = \begin{bmatrix} \Psi \left( \frac{1}{2^k M} \right), \Psi \left( \frac{3}{2^k M} \right), \ldots, \Psi \left( \frac{2^k M - 1}{2^k M} \right) \end{bmatrix} \hspace{1cm} (13)$$

We need to know how to calculate the integral of the operational matrix in order to implement our method. That is why, Kilicman and Al Zhour [24] investigated the generalized integral operational matrix. The integral of the vector $\Psi(x)$ can be represented:

$$\int_0^5 \Psi(t) \, dt \approx PP \Psi(x)$$ \hspace{1cm} (14)

where $P$ is the $2^k M \times 2^k M$ operational matrix of the one-time integral of $\Psi(x)$ [24]. Moreover, Kilicman and Al Zhour [24] generalized integral operational matrices $P^n$ of $n$-times integration of $\Psi(x)$ can showed as follows:

$$\int_0^5 \int_0^5 \Psi(t) \, dt \, dt \approx P^n \Psi(x)$$ \hspace{1cm} (15)

Celik [25] expressed a uniform method to obtain the corresponding integral operational matrix of different basis. Therefore, the operational matrix of $\Psi(x)$ can showed following form:

$$P = \Phi P^n \Phi^{-1}$$ \hspace{1cm} (16)

and in generally:

$$P^n = \Phi P^n \Phi^{-1}$$ \hspace{1cm} (17)

where $P^n$ is the operational matrix of $n$-time integral of the block pulse functions:

$$P^n = \frac{1}{m^n (n+1)!} \begin{bmatrix} 1 & \xi_1 & \xi_2 & \cdots & \xi_{m-1} \\ 0 & 1 & \xi_1 & \cdots & \xi_{m-2} \\ 0 & 0 & 1 & \cdots & \xi_{m-3} \\ 0 & 0 & 0 & 1 & \cdots \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \hspace{1cm} (18)$$

where $\xi_i = (i+1)^{n+1} - 2i^{n+1} + (i-1)^{n+1}$.

**Numerical method**

Let us assume $\alpha$ and $\beta$ are constant and equal to zero in eq. (1). We consider the following Ginzburg-Landau equation described:
\[
\frac{\partial u}{\partial t} - u - |u|^2 \frac{\partial^2 u}{\partial x^2} = x(1 - t + x^2 t^3)
\]  
(19)

with initial condition and boundary conditions:

\[
u(x, 0) = 0
\]  
(20)

\[
u(0, t) = 0
\]  
(21)

\[
u(1, t) = t
\]  
(22)

The exact solution of this problem \(u(x, t) = xt\) [21].

Now, let us solve this problem using the Chebyshev wavelet collocation method with \(k = 2, M = 3\):

\[
\Psi(x) = \left[\phi_0(x), \phi_1(x), \phi_{12}(x), \phi_{20}(x), \phi_{21}(x), \phi_{22}(x)\right]
\]  
(23)

obtain and we have:

\[
\phi_0(x) = \begin{cases} \frac{2}{\sqrt{\pi}} T_0(4x - 1), & 0 \leq x \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases} \quad \phi_{12}(x) = \begin{cases} \frac{2\sqrt{2}}{\sqrt{\pi}} T_2(4x - 1), & 0 \leq x \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}
\]

\[
\phi_1(x) = \begin{cases} \frac{2\sqrt{2}}{\sqrt{\pi}} T_1(4x - 1), & 0 \leq x \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases} \quad \phi_{20}(x) = \begin{cases} \frac{2}{\sqrt{\pi}} T_0(4x - 3), & \frac{1}{2} \leq x \leq 1 \\ 0, & \text{otherwise} \end{cases}
\]

\[
\phi_{21}(x) = \begin{cases} \frac{2\sqrt{2}}{\sqrt{\pi}} T_1(4x - 3), & \frac{1}{2} \leq x \leq 1 \\ 0, & \text{otherwise} \end{cases} \quad \phi_{22}(x) = \begin{cases} \frac{2\sqrt{2}}{\sqrt{\pi}} T_2(4x - 3), & \frac{1}{2} \leq x \leq 1 \\ 0, & \text{otherwise} \end{cases}
\]

we assume:

\[
\frac{\partial^3 u}{\partial t \partial x^2} = \Psi(x)^T K \Psi(t)
\]  
(24)

where \(K = [\kappa_{ij}]_{m \times m}\) is an unknown matrix which should be found and \(\Psi(t)\) is the vector that defined in eq. (10). By integration of eq. (24) one time with respect to \(t\) and considering eq. (20), we obtain:

\[
u_{xt}(x, t) = \Psi(x)^T K \Psi(t) + \nu_{xt}(x, 0)
\]  
(25)

Also, by integration of eq. (24) two times with respect to \(x\) we get:

\[
u_t(x, t) = \Psi(x)^T (P^2)^T K \Psi(t) + \nu_t(0, t) + x \nu_{xt}(0, t)
\]  
(26)

by putting \(x = 1\) into eq. (26).

\[
u_t(1, t) = \Psi(1)^T (P^2)^T K \Psi(t) + \nu_t(0, t) + \nu_{xt}(0, t)
\]  
(27)

and eq. (27) substitute in eq. (26):

\[
u_t(x, t) = \Psi(x)^T (P^2)^T K \Psi(t) + \nu_t(0, t) + x \left[\nu_t(1, t) - \nu_t(0, t) - \Psi(1)^T (P^2)^T K \Psi(t)\right]
\]  
(28)
Now by integration of eq. (26) one times with respect to $t$ we get:

$$u(x,t) = \Psi(x)^T \left( P^2 \right)^T K \Psi(t) - x \Psi(1)^T \left( P^2 \right)^T K \Psi(t) + G(x,t)$$

$$G(x,t) = u(x,0) + \left[ u(0,t) - u(0,0) \right] + x \left[ \left[ u(1,t) - u(1,0) \right] + \left[ u(0,t) - u(0,0) \right] \right]$$  

(29)

Now by replacing eqs. (25), (29), and (28) into eq. (19):

$$\Psi(x)^T \left( P^2 \right)^T K \Psi(t) - x \Psi(1)^T \left( P^2 \right)^T K \Psi(t) + x - \left[ \Psi(x)^T \left( P^2 \right)^T K \Psi(t) - x \Psi(1)^T \left( P^2 \right)^T K \Psi(t) + xt \right] -$$

$$- \left[ \left[ \Psi(x)^T \left( P^2 \right)^T K \Psi(t) - x \Psi(1)^T \left( P^2 \right)^T K \Psi(t) + xt \right] \right]$$

$$- \left[ \left[ \Psi(x)^T \left( P^2 \right)^T K \Psi(t) - x \Psi(1)^T \left( P^2 \right)^T K \Psi(t) + xt \right] \right]$$

$$- \Psi(x)^T K \Psi(t) = x(1-t + x^2 t^3)$$  

(30)

We have the figs. 1-3 and error tab. 1 for the approximate solution of this equation for $k = 2, M = 3$ is as follows:

![Figure 1. Ginzburg-Landau equation exact solution](for color image see journal web site)

![Figure 2. The CWCM approximate solution for $k = 2, M = 3$](for color image see journal web site)

![Figure 3. The CWCM error analysis for $k = 2, M = 3$](for color image see journal web site)
Table 1. Error table for $k = 2, M = 3$

<table>
<thead>
<tr>
<th>$x$</th>
<th>$t$</th>
<th>$u_{\text{numeric}} - u_{\text{exact}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0833333333</td>
<td>0.0833333333</td>
<td>0.68179226230995574 x 10^{-11}</td>
</tr>
<tr>
<td>0.2500000000</td>
<td>0.2500000000</td>
<td>0.31679825377016500 x 10^{-11}</td>
</tr>
<tr>
<td>0.4166666667</td>
<td>0.4166666667</td>
<td>0.18405588855721366 x 10^{-9}</td>
</tr>
<tr>
<td>0.5833333333</td>
<td>0.5833333333</td>
<td>0.52289391253079354 x 10^{-11}</td>
</tr>
<tr>
<td>0.7500000000</td>
<td>0.7500000000</td>
<td>0.28042401734082277 x 10^{-11}</td>
</tr>
<tr>
<td>0.9166666667</td>
<td>0.9166666667</td>
<td>0.87969091349550600 x 10^{-11}</td>
</tr>
</tbody>
</table>

Similarly, we have the figs. 4 and 5 and error tab. 2 for the approximate solution of this equation for $k = 2, M = 4$ is as follows:

**Figure 4. The CWCM approximate solution for $k = 2, M = 4$**
(for color image see journal web site)

**Figure 5. The CWCM error analysis for $k = 2, M = 4$**
(for color image see journal web site)

**Conclusion**

In this paper, Chebyshev wavelet collocation method is applied to the Ginzburg-Landau equation and also the numerical results are compared with exact solution of the equation. As shown from the figures and tables. It is clear that its numerical solution approaches the exact solution. Moreover, the implementation of this method is very suitable for solving initial and boundary value problems. In addition, the greatest advantage of this method is small computation costs and its simplicity.
Table 2. Error table for $k = 2, M = 4$

<table>
<thead>
<tr>
<th>$x$</th>
<th>$t$</th>
<th>$u_{\text{numeric}} - u_{\text{exact}}$</th>
<th>$x$</th>
<th>$t$</th>
<th>$u_{\text{numeric}} - u_{\text{exact}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0625</td>
<td>0.0625</td>
<td>$0.6158263971767 \times 10^{-16}$</td>
<td>0.5625</td>
<td>0.0625</td>
<td>0</td>
</tr>
<tr>
<td>0.1875</td>
<td>0.1875</td>
<td>$0.676542155630955 \times 10^{-16}$</td>
<td></td>
<td>0.1875</td>
<td>0</td>
</tr>
<tr>
<td>0.3125</td>
<td>0.3125</td>
<td>$0.221975215985992 \times 10^{-12}$</td>
<td>0.3125</td>
<td>0.3125</td>
<td>$0.774380559676047 \times 10^{-14}$</td>
</tr>
<tr>
<td>0.4375</td>
<td>0.4375</td>
<td>$0.321239562783377 \times 10^{-11}$</td>
<td>0.4375</td>
<td>0.4375</td>
<td>$0.42119085967169 \times 10^{-12}$</td>
</tr>
<tr>
<td>0.5625</td>
<td>0.5625</td>
<td>$0.80135204280154 \times 10^{-12}$</td>
<td>0.5625</td>
<td>0.5625</td>
<td>$0.959454738810600 \times 10^{-12}$</td>
</tr>
<tr>
<td>0.6875</td>
<td>0.6875</td>
<td>$0.625650226071528 \times 10^{-11}$</td>
<td>0.6875</td>
<td>0.6875</td>
<td>$0.627997638779220 \times 10^{-12}$</td>
</tr>
<tr>
<td>0.8125</td>
<td>0.8125</td>
<td>$0.146282014279464 \times 10^{-10}$</td>
<td>0.8125</td>
<td>0.8125</td>
<td>$0.437927472063393 \times 10^{-13}$</td>
</tr>
<tr>
<td>0.9375</td>
<td>0.9375</td>
<td>$0.27701820004553 \times 10^{-10}$</td>
<td>0.9375</td>
<td>0.9375</td>
<td>$0.732747196252603 \times 10^{-13}$</td>
</tr>
</tbody>
</table>

| 0.1875 | 0.1875 | $-0.624500451351651 \times 10^{-16}$ | 0.6875 | 0.6875 | $0.879851747074537 \times 10^{-14}$  |
| 0.3125 | 0.3125 | $0.257953380877751 \times 10^{-12}$  | 0.3125 | 0.3125 | $0.469235751375822 \times 10^{-12}$  |
| 0.4375 | 0.4375 | $-0.624500451351651 \times 10^{-16}$ | 0.4375 | 0.4375 | $0.131422650540003 \times 10^{-11}$  |
| 0.5625 | 0.5625 | $0.295388713489331 \times 10^{-12}$  | 0.5625 | 0.5625 | $0.5654368441592 \times 10^{-14}$    |
| 0.6875 | 0.6875 | $0.879851747074537 \times 10^{-14}$  | 0.6875 | 0.6875 | $0.288657986402541 \times 10^{-12}$  |
| 0.8125 | 0.8125 | $0.146282014279464 \times 10^{-10}$  | 0.8125 | 0.8125 | $0.315303389395444 \times 10^{-12}$  |
| 0.9375 | 0.9375 | $0.27701820004553 \times 10^{-13}$  | 0.9375 | 0.9375 | $0.315303389395444 \times 10^{-12}$  |
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