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Prediction of a building energy use for heating is very important for adequate 
energy planning. In this paper the daily district heating use of one university 
campus was predicted using the support vector machine model. Support vector 
machine is the artificial intelligence method that has recently proved that it can 
achieve comparable, or even better prediction results than the much more used 
artificial neural networks. The proposed model was trained and tested on the re-
al, measured data. The model accuracy was compared with the results of the pre-
viously published models (various neural networks and their ensembles) on the 
same database. The results showed that the support vector machine model can 
achieve better results than the individual neural networks, but also better than 
the conventional and multistage ensembles. It is expected that this theoretically 
well-known methodology finds wider application, especially in prediction tasks. 
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Introduction 

Building sector in Europe is responsible for 40% of total energy use and 36% of total 
CO2 emission [1], so constant improvement of energy efficiency is the key action for the re-
searchers. The popular axiom that you cannot improve what you cannot measure points out the 
importance of the accurate estimation of energy consumption. There are various methodologies 
for classification of the methods for energy use prediction [2]. Foucquier et al. [3] proposed a 
detailed review of the existing techniques, classifying them into three main categories: black 
box, white box, and grey box. The classical approach to estimate the building energy use which 
is based on the application of a model with the known system structure and properties, as well 
as the forcing variables (forward approach) belongs to the first category (white box). It requires 
extensive knowledge of the building and systems and involves using some of the available 
software for building performance simulation. The inverse or data-driven models, as a new 
methodology for the analysis of energy use, are recently gaining popularity [4]. These methods 
determine the mathematical relationship between independent and dependent variables. In or-
der to develop these models it is necessary that all input and output variables are identified and 
measured, which is their main drawback (substantial amount of data). They are the representa-
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tives of black box modeling category, without requiring detailed knowledge of the physical 
characteristics of a building. The data-driven approach is useful when the building is already 
built, and actual consumption data are measured and available. Creating these models involves 
various statistical techniques, from the simplest using regression, up to very complex artificial 
intelligence. The grey box methods are the combination of these two methods, by using both 
physical and statistical techniques. Artificial intelligence involves relatively new techniques 
that have been used for solving problems in various engineering fields in the last couple of 
decades. The majority of these methods were originally developed for solving classification 
problems, which is still their most widely used application range. Their application is later ex-
tended to regression problems, such as prediction of building energy consumption, which are 
complex, especially due to significant number of influencing variables, as well as the non-
linear relationships. Artificial neural networks (ANN) belong to the black box methods, and 
because of their self-learning capability and possibility to be an universal approximator, are the 
most used artificial intelligence models for different types of prediction. In [5] feedforward 
neural network (FFNN) is used for the prediction of daily concentrations of air pollution. Ćirić 
et al. [6] compared various computational intelligence methodologies based on ANN for fore-
casting the emission of CO2. Ozener et al. [7] used ANN for the prediction of the characteristic 
values of an internal combustion engine. The ANN can be successfully used for modelling 
ground couple heat-pump [8]. A review of the different neural network (NN) models used for 
building energy prediction can be found in [9]. In [10] k-means clustering was used to group 
50 separately trained FFNN and the best trained network of each cluster was selected as a 
member for creating multistage ensemble for prediction of campus heating energy use. In [11] 
different NN architectures were compared: FFNN, radial basis function network (RBFN) and 
adaptive neuro-fuzzy inference system (ANFIS) and their ensembles are created. Ensemble, as 
a technique of combining individual network`s outputs, achieves higher accuracy. In [12] vari-
ous multistage ensembles were compared. The k-means clustering was used for resampling 
training dataset before creating the ensembles in [13]. Support vector machine (SVM) is the ar-
tificial intelligence method that is nowadays gaining popularity. Similar like other artificial in-
telligence methods, SVM is more often used as a classifier: in [14] the authors used SVM clas-
sifier to determine whether the segmented object is human or not, and used this information for 
control of person-following robot platform. In [15] the ANN prediction results were compared 
with the real heating energy consumption and results produced by linear regression and SVM. 
At earlier stage of the theory development, SVM has been considered not so successful method 
for solving practical problems, but recently it has proven that it can achieve same, or even bet-
ter results comparing to the widely used NN [16]. The SVM model was successfully used so 
far to predict Diesel engine performance [17]. In [18] authors compared the SVM with various 
NN models for the prediction of the cooling load in the office building. The SVM was success-
fully used for modeling the performance of heat pump systems in [19, 20] and for prediction of 
the efficiency of the solar air heater in [21]. A review on applications of ANN and SVM for 
building electricity consumption forecasting can be found in [22]. Although it is gaining popu-
larity, there are not much examples of successful models for prediction of building`s energy 
use that can be found in recent literature. Therefore, the main idea of this paper is to examine 
the possibility of using SVM for solving this important engineering problem. In this paper, 
SVM model for the prediction of daily heating energy use of the university campus was devel-
oped and it was compared with the previously published results for the same case study using 
the same database. The results may be used heating energy prediction and for developing a re-
liable heating energy billing system. 
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Support vector machine 

The SVM is the universal approximator of any multivariate function to any desired 
degree of accuracy [22], same (or similar) as the NN. There is a difference in the development 
between these two most common used statistical techniques. The SVM was developed from 
theory, and later it was implemented in practice and experiments, while the NN followed the 
path in reverse order: from application and extensive experiments to theory. The foundations 
of SVM have been developed by Vapnik and co-workers in 1964/65 [16], but until recently it 
was widespread the opinion that it was not suitable for practical application. Today, SVM 
show better (or comparable) results than NN and other statistical models. Traditional NN ap-
proaches have suffered difficulties with generalization, producing models that can overfit the 
data [23]. This is a consequence of the optimization algorithms used for parameter selection 
and the statistical measures used to select the optimal model. The SVM are the so-called non- 
-parametric model, which means that their learning (training) is the crucial issue. The parame-
ters are not predefined and their number depends on the training data used. In other words, pa-
rameters that define the capacity of the model are data-driven in such a way as to match the 
model capacity to data complexity [22]. This is a basic paradigm of the structural risk mini-
mization (SRM) introduced by Vapnik which has been shown to be superior to traditional 
empirical risk minimization (ERM) principle, employed by conventional NN. The SRM of the 
generalization error consisting of the sum of the training error and a confidence level based on 
Vapnik-Chernoverkis (VC) dimension, as opposed to ERM that minimizes the error only on 
the training data. Due to this, SVM has greater ability to generalize, which is the goal in sta-
tistical learning. Another key characteristic of SVM is that training of SVM is equivalent to 
solving a linearly constrained quadratic programming problem so that the solution of SVM is 
always unique and globally optimal, unlike other network’s training which requires non-linear 
optimization with the danger of getting stuck into local minimum. In SVM, the solution to the 
problem is only dependent on a subset of training data points which are referred as support 
vectors. Using only support vectors, the same solution can be obtained as using all the train-
ing data points. The SVM were developed to solve the classification problem, but recently 
they have been extended to the domain of regression problems, which is often referred as 
support vector regression (SVR) [24]. Consider a set of training points {(x1, y1),   ,(xl, yl)}, 
where xi ∈ ℜd is a feature vector and yi ∈ ℜ is the target output. The SVR for the linear case 
finds a linear function that can best approximate the actual output vector, y with a tolerance, ε, 
and is as flat as possible. The regression function can be expressed: 

 ( , )f w b wx b= +  (1) 

where w and b are the parameter vectors of the function. If the optimization problem is written 
in its dual form (which is not detailed herein), the input vectors are multiplied as dot product, 
which enables the use of the kernel trick for extending SVM to non-linear case. In order to 
expand the problem to the non-linear case, one possible idea is to map the input data in a 
higher dimensional feature set, and perform linear regression in the feature set. Let xi be 
mapped into a feature space by a non-linear function ( ),xϕ than eq. (1) becomes: 

 ( , ) ( )f w b w x bϕ= +  (2) 

The non-linear regression problem can be expressed as the following optimization 
problem: 
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where ξi and ξi
* are slack variables that specify the upper and the lower training errors subject 

to an error tolerance ε, and C – the positive constant, which determines the trade-off between 
the flatness of function and the empirical error. 
Minimizing the first term is equivalent to mini-
mizing the confidence interval of the learning 
machine and minimizing the second term corre-
sponds to minimizing the empirical risk. By in-
troducing a dual set of Lagrange numbers opti-
mization problem can be solved more easily in 
dual form, which is not detailed herein (more de-
tails can be found in [24]). The non-linear SVR 
is illustrated in fig. 1. The region enclosed by the 
tube is called ε-insensitive zone. The values with 
excess positive and negative deviations are de-
noted with ξi and, ξi

*, respectively, and they are 
called the slack variables. The optimization cri-

terion penalizes those data points whose values of y lie more than ε distance away from the 
fitted function f(x). If the predicted value is within the tube, the loss is zero, while if the pre-
dicted point is outside of the tube, the loss is magnitude of the difference between the predict-
ed value and the radius ε of the tube.  

By the use of kernels, all necessary computations can be performed directly in input 
space, without having to compute the mapping. Some commonly used kernels are: linear, pol-
ynomial, sigmoid, and radial basis function (RBF) kernel. The RBF kernel non-linearly maps 
samples into a higher dimensional space and it can handle the case when the relationship be-
tween dependent and independent variables is non-linear. Therefore it is one of the most 
widely used for various regression problems and it can be written: 

 2( , ) exp( || || )i j i jK x x x xγ= − −  (4) 

where γ is the kernel parameter. Support vector algorithm for non-linear case can be written in 
its dual form: 

 

* * * *

, 1 1 1

*

1
*

1max ( )( ) ( , ) ( ) ( )
2

( ) 0
subject to

0 ,

l l l

i i j j i j i i i i i
i j i i

l

i i
i

i i

K x x y

C

a a a a e a a a a

a a

a a

= = =

=

− − − − + + −


− =


 ≤ ≤

∑ ∑ ∑

∑
 (5) 

 
Figure 1. The non-linear SVR 
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Only a number of coefficients ai and ai
* will be different from zero, and the data 

points associated to them are called the support vectors. Finally, the kernel function allows the 
decision function of non-linear SVR to be expressed: 

 *

1
( ) ( ) ( , )

l

i i i j
i

f x K x x ba a
=

= − +∑  (6) 

The parameters that define the non-linear SVR are the cost constant, C, the radius of 
the insensitive tube, ε, and the parameter related to kernel (γ for the RBF kernel). These pa-
rameters are mutually dependent, so changing the value of one parameter influences other pa-
rameters. The parameter C controls the smoothness or flatness of the approximation function. 
A greater C corresponds to greater penalty of errors and makes the learning machine more 
complex [25]. Smaller C may cause the errors to be excessively tolerated, which can lead to 
learning machine with poor approximation. The parameter ε also affects smoothness and 
dominates the number of support vectors (smaller ε leads to more support vectors and more 
complex machine). Determining optimal parameters for non-linear SVR is often a heuristic 
trial-and-error process, while there are attempts in literature to define optimal range of values 
depending of the size and noise of the training data [26].  

Case study 

The Norwegian University of Science and Technology (NTNU) campus Gloshaugen 
is a typical representative of the group of mixed use buildings. It consists of 35 objects with 
very wide purposes and significant energy use, such as classrooms, sport facilities, laborato-
ries, kitchen, etc. [27]. The buildings are usually multi-functional, and most of them have la-
boratories, which might indicate possible high energy use [28]. The total campus area is ap-
proximately 300000 m2. Building and energy management system and web-based energy 
monitoring system (energy remote monitoring – ERM) are available for operation and energy 
monitoring at NTNU. Hourly heat and electricity consumption from all installed meters and 
submeters can be collected on ERM. The main meter for the entire campus is installed by the 
district heating supplier, so the daily heating energy use measured by this meter are taken as 
relevant for creating the model.  

The SVM model development 

The input variables for the developed model are all the available measured meteoro-
logical parameters gathered at the local weather station. Additionally categorical values that 
define day of the week (values 1 to 7) and month of the year (1 to 12) are taken into account 
as inputs. For the modeling of daily heating energy use (output variable), the following input 
variables were used: the mean daily outdoor temperature [°C], the mean daily wind speed 
[ms–1], total daily solar radiation [Whm–2], the minimum daily temperature [°C], the maxi-
mum daily temperature [°C], relative humidity [%], day of the week and the month of the 
year. Various studies showed that the accuracy can be improved by introducing previous tar-
get values (in this case heating energy use of the previous day) as additional input value. 
Therefore, partial autocorrelation, which shows how a variable (daily heating energy use) is 
correlated with itself for different lags (in this case, days) is investigated.  

Figure 2 represents boxplot of the daily heating energy use for the chosen database. 
It can be seen that there are some outliers in the year 2011 and 2012. In fig. 3 the results of the 
partial autocorrelation function for daily district heating use of the campus are presented. It 
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indicates that the daily heating use of the ob-
served day is the most correlated with the use 
of the previous day (value 0.85). This infor-
mation implies that another potentially signifi-
cant input variable is the heating use of the pre-
vious day, without necessity to take into ac-
count further previous use (heating use for two 
or more days ago). The first model, SVM1, was 
developed using available eight variables as in-
put. For the SVM2 model, the heating use of  
the previous data was added as additional input 
variable in order to investigate potential im-
provement of the prediction accuracy. Consid-
ering that there were obviously different pat-
terns of energy use and behavior occurring dur-
ing working days and weekends, it was decided 
to develop heating use prediction models only 
for the working days. For training the models, 
data for the working days in the coldest period 
(from January 1st until March 31st and from 
November 1st until December 31st) of the years 
2009, 2010, and 2011 were used (318 samples 
in total), while the year 2012 (100 samples) 
was used for testing. Data with obvious errors 
and heat meter malfunctions were removed 
from the dataset. In order to overcome the nu-

merical difficulties and to avoid that the variables with greater numerical values dominates the 
ones with smaller range all input and output variables in the training and test set were normal-
ized using min-max normalization, where their values are scaled to range [0, 1] using the line-
ar scaling function. The prediction accuracy was measured by the coefficient of determination 
(R2), root mean square error (RMSE), and the mean absolute percentage error (MAPE). For 
building the SVM model, library for support vector – libsvm for MATLAB was used [29]. It 
has been indicated in the recent literature that the centralized feature of the RBF enables it to 
effectively model the regression process, therefore, it was chosen for kernel in this study. The 
parameters that define the selected non-linear SVR are the cost constant C, eq. (3), the radius 
of the insensitive tube ε, eq. (3) and fig. 1, and the RBF kernel parameter γ, eq. (4). Training 
of the SVM model comprises of finding the optimal combination of these parameters. One of 
the advantages of SVM is the possibility to use the grid search method in order to overcome 
potential shortcomings of the trial and error method. When using NN for prediction, more pa-
rameters needs to be known a priori, such as training algorithms, number of layers, number of 
neurons in hidden layers, etc. The optimal parameters are usually chosen by trial-and-error 
method. In libsvm library, the gridregression.py, which conducts grid search over the combi-
nation of the parameters, in defined range, with specified step is also available. It calculates 
the training error for all combinations of parameters and picks out the combination achieving 
the smallest error. The similar search can be performed directly in MATLAB, by calculating 
prediction error for all the combinations of parameter. The first step is to define wider range 
of parameters with bigger step in order to find the optimal area of combinations. After that 

 
Figure 2. Boxplot of daily heating use 

 
Figure 3. Partial autocorrelation function 
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the defined step can be lowered down, in order to perform finer grid search within the optimal 
area. To improve the generalization ability, the adopted grid search technique usually uses a 
cross-validation procedure. In the paper, all combinations of parameters (C, ε, γ) are tried us-
ing 5-fold cross-validation and the one with the best cross-validation mean square error is se-
lected. The optimal combination of parameters was found as (C, ε, γ) = (16, 0.0078, 0.0641). 

Results  

The SVM model using eight input variables (available meteorological parameters, 
day of the week, and month of the year) achieved the MAPE of 3.5498% for training and 
5.3084% for testing data. Unlike for the NN, in the case of SVM model introducing additional 
input variable, heating use of the previous day (HCp) did not show the significant increase in 
the prediction accuracy. The MAPE for the testing period for model SVM2 was 5.2888%. In 
order to be able to adequately compare the achieved results with the previously published 
work, heating energy use of the previous day was taken into account as additional input varia-
ble. Figures 4 and 5 show the comparison between the measured daily district heating use and 
the prediction of the model SVM2 for the training and test period, respectively. 

 
Figure 4. Comparison between measured heating 
use and prediction of SVM2 model for training 
period 

 
Figure 5. Comparison between measured 
heating use and prediction of SVM2 model  
for test period 

Figures 6 and 7 show the prediction results for the training and test period respec-
tively. Regardless of the big daily energy use variation, from 40000 to 320000 kWh, the mod-
el was capable to predict daily energy use with sufficient accuracy. A brief summary of the 
results and model quality comparison are given in tab. 1. 

In tab. 1, the prediction indices for training and testing of all the compared models 
are presented. Here, only the brief overview of the previously published models is presented. 
In [11] three different NN (FFNN, RBFN, and ANFIS) were developed. Possible improve-
ment of accuracy by creating ensemble of NN was also investigated in [11]. The results 
showed that the simple combination of the outputs of the individual networks (simple-SAV, 
weighted-WAV, or median based averaging-MAV) can improve the prediction quality.  
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Figure 6. Prediction results of the SVM2 model  
for the training period 

 
Figure 7. Prediction results of the SVM2 model  
for the test period 

Table 1. Prediction indices for various models 

The next idea was to train 50 different FFNN and use k-means clustering to select 
the ensemble members. In order to improve the ensemble efficiency, it was necessary to en-
sure both accuracy and diversity between individuals. First, clustering had been used to divide 
networks in groups, and then the most accurate individual network was selected for the en-
semble. In paper [12] FFNN and ANFIS networks in the second level were used to create the 
multistage ensemble. Also, different ANFIS models were constructed: using different mem-
bership functions (trimf, gbellmf, gaussmf), fuzzy C-means clustering (FCM) and subtractive 
clustering. In [10] RBFN was proposed for the second stage. In [13] k-means clustering was 
used for creating subsets used to train individual RBFN. Due to the resampling of training da-
taset, the prediction results for the training period are not presented. The second step was to 
aggregate the outputs of the individual networks separately trained on different training da-
taset. Table 1 shows the overview of the best results from each of the mentioned studies. All 
of the proposed algorithms showed improvement compared to the single NN. 

Model 
R2 [–] RMSE [kWh] MAPE [%] 

Training Test Training Test Training Test 

SVM1 (8 input variables) 0.9819 0.9816 7.423 8.616 3.5498 5.3084 

SVM2 (with HCp) 0.9820 0.9816 7.410 8.602 3.5446 5.2888 

FFNN [11] 0.9836 0.9814 7.152 8.496 3.4402 5.6283 

RBFN [11] 0.9764 0.9816 8.474 8.849 4.4663 5.6682 

ANFIS [11] 0.9826 0.9783 7.200 9.115 3.8737 5.5778 

Multistage RBFN ensemble with 8 clusters [10]  0.9877 0.9821 6.128 8.548 3.0870 5.4934 

Ensemble MAV with 8 clusters [10] 0.9867 0.9818 6.379 8.582 3.1070 5.4982 

MS ANFIS-FCM 5 clusters [12] 0.9880 0.9814 6.029 8.221 2.9960 5.3810 

MS ANFIS-gaussmf with 6 clusters [12] 0.9904 0.9814 5.394 8.334 2.7766 5.3887 

Ensemble SAV with 2 clusters [13] – 0.9828 – 8.640 – 5.2691 
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Discussion 

In tab. 1 it is possible to compare the results of the SVM model with various single 
NN models, and also with other previously published improvements. Introducing additional 
input variable (heating energy use of the previous day) – model SVM2, improved the accura-
cy of the prediction (MAPE is 5.2888% comparing to MAPE for SVM1 which is 5.3084%). 
The accuracy is not significantly increased, so unless the prediction is done for just one day 
ahead (when the heating use of the previous day is known and measured), that additional in-
put variable could increase the overall error of model (if the energy use of previous day is also 
predicted). Both SVM models achieved better accuracy comparing to the various single NN. 
Only model SVM1 does take into account previous day, while all other models have nine in-
put variables. Even the SVM without using the heating use of the previous day as additional 
input had better results than NN with nine input variables. Also, both SVM models achieved 
better prediction accuracy than the developed multistage models. Although all of the proposed 
algorithms showed improvement compared to the single NN, the single SMV model had bet-
ter results even than the more complex models. It can be seen that the SVM with MAPE for 
the test period of 5.2888% is the model that can stand side by side with all the other innova-
tive methodologies. In paper [25], the authors introduced the SVM model to predict hourly 
cooling load in the building, while in [30] is shown that SVM outperforms various NN mod-
els. For the prediction of daily maximum temperature [31] SVM model developed using real 
data measured in meteorological stations obtains accurate prediction, while it performed bet-
ter than multi-layer perceptron (MLP) and extreme learning machine. The same conclusion is 
found for the wind speed prediction [32], where the SVM model showed better results com-
paring to MLP with different number of hidden neurons. The database consisting of the 
measured daily heating use was used as case study for several previously published studies. 
The comparison of the results presented in this paper with those studies shows that SVM out-
performs not just various single NN, but also more complex ensemble models. Achieving 
MAPE of 5.3084% and R2 = 0.9816 in testing period, shows that the SVM model can be used 
for the prediction of the daily heating energy use with high accuracy. These results are en-
couraging, in a way that they show that SVM can be used for building energy use estimation, 
which is clearly topic of great interest nowadays. This kind of models can be used to indicate 
the meter malfunctioning, if the readings are significantly different from the results of the 
previously adequately trained model. They can help in identifying higher consumption than 
normal, so the management can pay more attention and try to find the source. The significant 
part of the NTNU campus is being rented to other users, which is often for this type of build-
ing, so the prediction model can help in accurately calculating users heating bills. In order to 
adequately carry out energy planning, it is necessary to have tools that can provide clear pic-
ture on expected energy use for different building types. In this case study, the SVM models 
have proven to be very successful technique. For industrial plants, the energy supplier re-
quests that the expected consumption in following period is estimated. These values signifi-
cantly affect the bills, with high penalties for overpassing the maximum. Therefore, the accu-
rate prediction is not only useful, but often highly required.  

Conclusion 

This study aimed to develop the SVM model for the prediction of the daily heating 
energy use of the NTNU campus Gloshaugen for the working days in the coldest period. The 
model was trained and tested on the real, measured data. For development of the SVM1 mod-
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el eight input variables were used (meteorological parameters, day of the week, and month of 
the year), while for the SVM2 model, daily heating use of the previous day was used as addi-
tional input variable. The SVM model results were compared with the previously published 
results using the same database and same input variables. Both SVM models showed better 
accuracy than any of the individual NN models (FFNN, RBFN, and ANFIS). The improve-
ment of prediction accuracy by adding the heating use of the previous day as input variable 
was not so significant like in case of the NN. The SVM prediction is comparable, and in most 
of the cases even better than the innovative methodologies that involve creating conventional 
and multistage ensembles. This study showed that the SVM is often wrongfully neglected in 
solving the prediction problems. The optimal combination of the parameters during training 
of the SVM model can be found using grid search method, which makes the modeling easier. 
These results may be used to recover the lost data on daily energy use for the purpose of issu-
ing correct energy bills, since the significant part of the campus is leased to other users. It is 
expected that this theoretically well known algorithm finds wider application, especially in the 
prediction problems. Future studies should be faced towards possible improvements of the 
proposed algorithm.  
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