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This paper proposes a new approach for prediction of global solar radiation and 
sunshine duration based on earlier years of data for the eastern region of Turkey 
which has a high potential of solar energy. The proposed method predicts the basic 
parameters using time series and an analysis method. This method is exponentially 
weighted moving average. This model estimates next years global solar radiation 
and sunshine duration and is evaluated by statistical parameters, mean absolute 
percentage error (MAPE) and coefficient of determination, to examine the suc-
cess of the proposed technique. In our study, the result shows that this method is 
effective in predicting global solar radiation and sunshine duration as regards of 
MAPE and coefficient of determination. The calculated MAPE which are between 
0-10 kWh/m2 per day were assumed excellent and coefficient of determination were 
found significant per every year.
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sunshine duration

Introduction

Solar energy has some basic parameters such as, global solar radiation, (GSR), and 
sunshine duration (SSD), which give ideas about the generated power from photovoltaic, and 
solar energy conversion systems. Measurement of GSR and SSD is also helpful in some other 
industrial and scientific areas known as wood drying, stoves, atmospheric studies, thermal load 
analyses on buildings, and meteorological forecasting [1, 2]. In order to predict GSR, there are 
several approaches including the sunshine, temperature, and cloud-based linear and non-linear 
regression.

Studying of these models has started in the first quarter of the 20th century [3]. Cur-
rently, several various alternative methodologies have been developed to explain the dynamic 
behavior in an Angstrom-Prescott based model [4]. 

Furthermore, air temperature or air temperature-cloudiness method are used to model 
GSR. Due to the lack of or missing SSD in some locations, these models have shown to be 
effective and successful to the conventional estimation which is based on SSD. To achieve bet-
ter estimation in GSR, fuzzy logic can be applied and used successfully in temperature-based 
models [5, 6]. 
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Over the past two decades, the ANN approach has been utilized in solar radiation 
prediction or was combined with Angström-Prescott and other meteorological data in the de-
velopment of models [8, 9]. It has been proven they are high-quality tools for research as they 
are able to be used in non-linear system behaviors, data categorization, clustering or model 
ordinary systems simulation. Hence, these are beneficial tools in the prediction of systems that 
have complicated behavior such as GSR and meteorological events [10, 11]. In addition, ANN 
propose a non-linear statistical method that became very popular when trying to deal with a 
problem in a different way such as a problem analogous to atmospheric science [7].

Another approach in predicting GSR is the time series analysis method. In meteoro-
logical science, events such as GSR, SSD, and temperatures, their behaviors are expressed in 
time scales [12]. Therefore, the time series analysis method are used in GSR estimation provid-
ing most knowledge of the underlying physical nature of GSR and SSD [13, 14]. Time series 
analysis gives some facilities that are used with conventional methods and also combined with 
some modern methods that are ANN and its derivation [15].

In this paper, a different approach of time series based analysis method called, ex-
ponentially weighted moving average (EWMA) is employed. This approach is an advanced 
method for prediction of both GSR and SSD in some regions especially in the south-eastern 
Anatolia region in Turkey that consists of nine cities. (Diyarbakir, Gaziantep, Sanliurfa, Bat-
man, Adiyaman, Siirt, Mardin, Kilis, Sirnak). Due to the fact that the measurement station is 
removed in this region, data of GSR and SSD has not been recorded since August of 2015. In 
this paper, data supported by the Turkish Meteorological State Service for the cities Batman, 
Diyarbakir, Gaziantep, Sanliurfa, and Mardim are between 1998 and 2015. It is known that 
there will be no further measurement data of GSR and SSD provided for the next few years 
by the meteorological service. Thus, the sunshine based model will not be applicable in the 
prediction of GSR [17]. The aim of the EWMA time series is to achieve a new approach for 
prediction of GSR and SSD and also achieve acceptable prediction of GSR and SSD by using 
the previous measured data and eliminate the lack of some datasets or unavailable situation for 
the measurement station [16].

Materials and methods

In Turkey, the south-eastern Anatolia region receives a significant amount of solar 
energy. The monthly average of daily GSR and the monthly average of SSD belong to the five 
cities of the south-eastern Anatolia region. These cities are Batman, Diyarbakir, Gaziantep, 
Mardin, and Sanliurfa according to the Turkish State Meteorological Service. The properties 
and content of datasets are given in tab. 1.

The datasets provided by Turkish State Meteorological Service are analysed by mov-
ing average approach of time series. When data is in the form of a time series, the series mean 
is a useful measure but does not reflect the dynamic nature of the data. Mean values computed 

over shorted periods, either 
preceding the current period 
or centered on the current pe-
riod, are often more useful. 
Because such mean values 
will vary, or move, as the cur-
rent period moves from time 
t = 2, t = 3, ... etc. they are 
known as moving averages 

Table 1. Data provided by Turkish State Meteorological Service

Location Longitude  
(E)

Latitude  
(N)

Measured data
Period Total years

Gaziantep 37.22 37.04 1998-2010 12
Sanliurfa 38.46 37.07 1998-2010 12
Diyarbakir 40.13 37.55 1998-2008 10
Batman 41.07 37.52 1998-2006 8
Mardin 40.45 37.07 2012-2015 4
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[17]. A simple moving average is (typically) the unweighted average of k prior values. An 
EWMA is essentially the same as a simple moving average, but with contributions to the mean 
weighted by their proximity to the current time. Because there is not one, but a whole series of 
moving averages for any given series, the set of moving averages can themselves be plotted on 
graphs, analyzed as a series, and used in modelling and forecasting [18, 19]. A range of models 
can be constructed using moving averages, and these are known as MA models. If such models 
are combined with autoregressive models the resulting composite models are known as ARMA 
or ARIMA models [20]. However, that search will focus on EWMA that is correlated with ex-
ponentially weighted.

Since a time series can be regarded as a set of values, yt, t = 1, 2, 3,… , i the average of 
these values can be computed. If we assume that i is quite large, and we select an integer which 
is much smaller than n, we can compute a set of block averages, or simple moving averages (of 
order n):
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where 2 ≤ n ≤ i, each calculation of the average of the values over an interval of n, the data 
becomes:
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The aforementioned reveals that the average estimation at time, t, is the simple av-
erage of the n value at time t and this leads up to n – 1 time step. When weights are applied 
decreasing the number of n that are next in time, the moving average will be then be called, 
exponentially smoothed [21]. Therefore, moving averages are usually provided forecasting in-
formation at a series time, t + 1. The St+1 is considered the moving average for the period of 
time t, e. g., today’s forecast is based on an average of earlier values [17]. Using, eq. (4), all n’s 
are of equal weight. Said equal weights are assumed as µt, every n weight would equal 1/n, so 
the sum of the weights would be 1, where µt = 1/n, eq. (4), and will then become:
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Using EWMA, the contribution to the mean value from n’s that are more so removed 
in time is planned decreased, therefore emphasizes more local events. Basically, a smoothing 
parameter is 0 < µ < 1 where 0 < µ < 0.5 and will designate more weight than the prior, yt.This 
is when 0.5 < µ < 1 is less weight assigned to yt − 1 and more to yt. In exponential smoothing it 
is needed to use a set of weights with sum equal to 1, to reduce in size geometrically [22]. The 
weights are used would be:

 ( )1 kµ µ−  (6)
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where k = 1, 2, 3, …, ∞. After some mathematical operations and reduction, the moving average 
that is weighted with eq. (5), eq. (6) becomes:

( ) 1
1
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n

k
t t k

k

y µ µ y−
− +

=

= −∑ (7)

Then eq. (5), can be written as a repeated smoothed relation.

( ) 11t t tS µy µ y −= + − (8)

The algorithm of the smoothed repeated EWMA show in fig. 1 where y(t, 1) and  
S(t + 2,1) is indicated during the first month of t year and the first predicted month of t + 2, respec-
tively, whereas N showed a predicted number of years. In EWMA operational algorithms, every 
month of the year from month one to month twelve compute separately due to smoothing operation.

Figure 1. Operation diagram of EWMA approach
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The data provided by Turkish State Meteorological Service are shown in tab. 2. It 
has 24 samples for each day and a summation of each sample which provide the total daily 
samples. To obtain monthly average data, total daily data is averaged for each month which 
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constructs a dataset for one year. 
In addition, Microsoft EXCEL 
and MATLAB were used for 
both statistical data and oth-
er mathematical operations for 
analyzing and computing. The 
data for the first two years be-
longing to the city are used as 
a test class and the other years 
are then predicted. The years that are predicted from the test class data are compared 
with measured data in terms of coefficient of determination (R2) and MAPE. The accu-
racy of prediction depends on the R2 and MAPE [23] i. e.: 0 ≤ MAPE ≤ 10 indicates ex-
cellent prediction accuracy, 10 ≤ MAPE ≤ 20 indicates good prediction, 20 ≤ MAPE ≤ 
≤ 50, indicates decent prediction while MEPA ≥ 50, indicates inaccurate prediction. On the oth-
er hand, R2 means predicted data are fitted with measurement data. An R2 closer to 1 indicates 
that the regression line highly fits the data, while an R2 closer to 0 indicates that the predicted 
data does not fit the data at all. [24]. Definitions of R2 and MAPE are:
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where Sj is the predicted value of yj and yj is the measured value. The Sj,avg , and yj,avg are their 
average values, respectively.

Results and discussion

EWMA is a time dependent based prediction method, which input parameters of test 
class years determined in tab. 2 and outputs prediction class years. The basic process of EWMA 
is indicated in fig. 1. The comparison of predicted years GSR (GSRp) and measured years GSR 
(GSRm) are shown in fig. 2. Moreover, the comparison of predicted year SSD (SSDp) and 
measured years SSD (SSDm) are shown in fig. 3.

Furthermore, some statistical parameters of predicted GSR and SSD values are com-
puted to check the accuracy of predicted values such as MAPE and R2 shown in tab. 3. Here it is 
shown that although the statistical parameters of the predicted GSRp are better than the  SSDp, 

Table 2. Data used in EWMA process

Location Test class years Prediction class years
Period Total years Period Total years

Gaziantep 1998-1999 2 2000-2010 10
Sanliurfa 1998-1999 2 2000-2010 10
Diyarbakir 1998-1999 2 2000-2008 8
Batman 1998-1999 2 2000-2006 6
Mardin 2012-2013 2 2014-2015 2

Table 3. Computed MAPE and R2 values

Location Predicted 
years

MAPE R2 MAPE R2

GSR [kWhm–2day–1] GSR SSD [hour-day] SSD
Gaziantep 2000-2010 7.113 0.970 9.122 0.950
Sanliurfa 2010-2010 7.569 0.960 6.427 0.948
Diyarbakir 2000-2008 6.663 0.968 7.459 0.935
Batman 2000-2006 4.780 0.958 6.689 0.939
Mardin 2014-2015 6.998 0.946 6.468 0.941
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Figure 2. The comparison of predicted and measured years GSR
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Figure 3. The comparison of predicted and measured year’s SSD
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both statistical parameters are in acceptable range in view of accuracy. The MAPE values of 
both GSR and SSD are smaller than 10 and means excellent prediction accuracy. Moreover, 
when R2 values of both GSR and SSD are close to 1 that means predicted data are fitted with 
measurement data.

Conclusions

In this study, time depended on EWMA series approach is used in the south-eastern 
region of Turkey for five biggest cities Batman, Diyarbakir, Gaziantep, Sanliurfa, and Mardin. 
Data of first two years from each city except Mardin are chosen for long-term prediction and 
Mardin’s data of first two years are chosen for short-term prediction. The results show that time 
series based on EWMA approach is acceptable in long and short-term prediction, it is more 
efficient especially in cases which data of GSR and SSD is inaccessible. 

Because of the fact that measurement stations are removed by Turkish State Meteo-
rological Service in the south-eastern region of Turkey since August of 2015, data about GSR 
and SSD will not be gained furthermore. The method gives an idea for next years’ data to obtain 
design criteria for solar energy systems because this region has a high potential for solar ener-
gy. Therefore, the predicted information of GSR and SSD provides noteworthy knowledge for 
investors in the field of solar energy generation, distribution, and transmission.
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