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In this paper, the solution of the one dimensional moving boundary problem with periodic boundary conditions is obtained with the help of variational iteration method. By using initial and boundary values, the explicit solutions of the equations have been derived, which accelerate the rapid convergence of the series solution. The method performs extremely well in terms of efficiency and simplicity. The temperature distribution and the position of moving boundary are evaluated and numerical results are presented graphically.
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Introduction

Moving boundary (or Stefan) problems involving heat and mass transfer undergoing phase change occur in many physical processes, such as freezing, melting, evaporation, condensation, sublimation, and desublimation. Such problems have wide applications in separation process, food technology, image development in electro photography, medical sciences, heat and mixture migration in solid grounds, etc. The history and classical solution to Stefan problems are well covered in the monographs by Crank [1], Hill [2], etc. A lot of work has already been done by many researchers to solve one-dimensional Stefan problems. Asaithambi [3] used time step Galerkin method to solve one-dimensional Stefan problem. Rizwan-Uddin [4] has solved a moving boundary problem with time dependent boundary conditions. In this paper the author has shown the application of nodal integral approach to non-linear Stefan problem which predicts the temperature distribution and position of interface accurately. Rizwan-Uddin [5] also studied the one-dimensional Stefan problem with periodic boundary conditions using a semi analytical numerical scheme. Recently, the similar type of problem has been solved by Savovic et al. [6] using finite difference method and also solved by Ahmed [7] using an algorithm based on the boundary integral method.

The analytical approach taken in this literature is the variational iteration method. The variational iteration method was first proposed by He ([8-11]) and was successfully applied to solve non-linear systems of partial differential equations and non-linear differential equations by [12-14]. The main advantage of this method is apart from computational simplicity, the solution obtained by this method is expected to be a better approximation in a straight forward manner.
To the best of authors knowledge solution of Stefan problems with periodic boundary conditions by variational iteration method has not yet been solved. In this paper, the proposed method is used to obtain an approximate analytical solution to solve one-dimensional Stefan problem with periodic boundary conditions. The expressions of the temperature distribution and position of interface are obtained using both the initial and boundary conditions. The numerical results for different particular cases are found and depicted through graphs.

**Solution of the problem by He’s variational iteration method**

In this section, the application of the variational iteration method is discussed for solving the dimensionless set of the Stefan problem [5, 15]:

\[
\frac{\partial^2 T(x,t)}{\partial x^2} + xR(t) \frac{dR(t)}{dt} \frac{\partial T(x,t)}{\partial x} = R^2(t) \frac{\partial T(x,t)}{\partial x}, \quad 0 \leq x \leq 1
\]  

(1)

\[
R(t) \frac{dR(t)}{dt} = -\text{Ste} \frac{\partial T(x,t)}{\partial x}, \quad x = 1
\]

(2)

subjected to the time dependent boundary conditions

\[
R = 0, \quad t \leq 0
\]

\[
T(0, t) = -f(t), \quad t > 0
\]

(3)

\[
\frac{\partial T(0, t)}{\partial x} = 0, \quad T(1, t) = 0
\]

where Ste is the Stefan number given by \( C_l \Delta T_{\text{ref}} / h \), \( C_l \) – the specific heat capacity of liquid, \( \Delta T_{\text{ref}} \) – a reference temperature, \( h \) – the latent heat, \( T(x, t) \) – the temperature distribution, and \( R(t) \) – the position of moving boundary:

\[
T_{n+1}(x, t) = T_n(x, t) + \frac{x}{0} \left[ \lambda(\xi) \left( \frac{\partial^2 T_n(\xi, t)}{\partial \xi^2} + \xi \frac{R(t) \frac{dR(t)}{dt}}{\partial \xi} - R^2(t) \frac{\partial T_n(\xi, t)}{\partial t} \right) d\xi \right]
\]

(4)

It is obvious that the successive approximation \( T_j, j \geq 0 \), can be established by determining Lagrange multiplier \( \lambda \). The function \( T_0 \) is a restricted variation, which means \( \delta T_0 = 0 \). The successive approximation \( T_{n+1}(x, t), n \geq 0 \), of the solution \( T(x, t) \) will be readily obtained upon using the Lagrange’s multiplier and by using any selective function \( T_0 \). The initial value \( T(0, t) \) and \( T_j(0, t) \) are usually used for selecting the zero-th approximation \( T_0 \). To find the optimal value of \( \lambda \), we have:

\[
\delta T_{n+1}(x, t) = \delta T_n(x, t) + \frac{1}{x} \frac{\partial T_n(\xi, t)}{\partial \xi} d\xi = 0
\]

(5)

\[
\frac{1}{x} \frac{\partial T_n(\xi, t)}{\partial \xi} d\xi = 0
\]

(6)

which yields

\[
\lambda^*(\xi) = 0
\]

(7)

\[
1 - \lambda'(\xi) = 0
\]

(8)
\[
\lambda(\xi)|_{x=x} = 0 \tag{9}
\]

which gives
\[
\lambda(\xi) = \xi - x \tag{10}
\]

We, therefore, obtain the following iteration formula:
\[
T_{n+1}(x, t) = T_n(x, t) + \int_0^1 (\xi - x) \left[ \frac{\partial^2 T_n}{\partial \xi^2} + \xi R(t) \frac{\partial T_n}{\partial \xi} - R^2(t) \frac{\partial T_n}{\partial t} \right] d\xi \tag{11}
\]

Beginning with an initial approximation:
\[
T_0(x, t) = T(0, t) + sT_n(0, t) = f(t) \tag{12}
\]

we obtain the following successive approximations:
\[
T_1(x, t) = -f(t) - R^2(t)f'(t) \frac{x^2}{2!},
\]
\[
T_2(x, t) = -f(t) - R^2(t)f'(t) \frac{x^2}{2!} - R^4(t)f''(t) \frac{x^4}{4!}
\]
\[
T_3(x, t) = -f(t) - R^2(t)f'(t) \frac{x^2}{2!} - R^4(t)f''(t) \frac{x^4}{4!} - R^6(t)f'''(t) \frac{x^6}{6!}
\]

and so on.

Using this procedure for sufficiently large values of \(n\) we get \(T_n(x, t)\) as an approximation of the exact solution.

Thus the exact solution may be obtained by using
\[
T(x, t) = \lim_{n \to \infty} T_n(x, t) = -\left[ f(t) + R^2(t)f'(t) \frac{x^2}{2!} + R^4(t)f''(t) \frac{x^4}{4!} + R^6(t)f'''(t) \frac{x^6}{6!} + \ldots \right] \tag{13}
\]

\[
= -\sum_{k=0}^{\infty} \frac{f^{(k)}(t)[R^2(t)]^k (x^2)^k}{\Gamma(2k+1)} \tag{14}
\]

Now using boundary condition \(T(1, t) = 0\) (eq. 3) and eq. (13), we get:
\[
T(x, t) = R^2(t)f'(t) \frac{(1-x^2)}{2!} + R^4(t)f''(t) \frac{(1-x^4)}{4!} + R^6(t)f'''(t) \frac{(1-x^6)}{6!} + \ldots, \ 0 \leq x \leq 1 \tag{15}
\]

Boundary condition (2) with the help of eq. (14) gives rise to:
\[
R(t) \frac{dR(t)}{dt} = \text{Ste} \sum_{k=0}^{\infty} \frac{R^{2k}(t) f^{(k)}(t)}{\Gamma(2k)} \tag{16}
\]

where \([\psi(t)]^k = f^k(t)\) and
\[
E_{\alpha}(t) = \sum_{k=0}^{\infty} \frac{t^k}{\Gamma(a k + 1)}
\]
is the generalized Mittag-Leffler function.

**Numerical results and discussion**

In this section, numerical results of the position of interface \(vs.\) time and temperature distribution \(vs.\) space are presented through figs. 1-3 for \(f(t) = 1 + \epsilon \sin \omega t\) where \(0 \leq t \leq 1\). It is
seen from figs. 1 and 2 that the movement of interface position becomes fast with the increase of both values of oscillation amplitude ($\varepsilon$) and Stefan number (Ste).

Figures 3(a) and 3(b) depict the temperature distribution of a material in the whole domain $0 \leq x \leq 1$ for $\varepsilon = 0.5$, $\varepsilon = 1.5$, and Ste = 1.0. It is clear from figures that increase in the oscil-
lation amplitude leads to a more pronounced change in the temperature distribution. It is also observed from the figures that the temperature distribution is maximum at \( x = 0 \) and then decreases continuously to become zero at the tip \( x = 1 \). This result is in complete agreement with [5], and [6].

**Conclusions**

The variational iteration method is very powerful in finding the solutions for various scientific and engineering problems. Sharing its application for Stefan problem with periodic boundary conditions, we may conclude that this method will be very much useful for solving many physical problems both analytically and numerically. The proper implementation of proposed method can dramatically minimize the size of the calculations if compared with the existing methods. The advantage of this method comparing with existing methods consists in obtaining the interface position and temperature distribution in the form of continuous function, instead of discrete form. The other advantage of the method is its fast convergence of the series solution. Moreover, no linearization or perturbation is needed and it avoids the accuracy of finding the temperature distribution by the numerical techniques like finite difference and boundary integral methods.
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