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The transient response of erodable surface thermocouples has been numerically assessed by using a two dimensional finite element analysis. Four types of base metal erodable surface thermocouples have been examined in this study, included type-K (alumel-chromel), type-E (chromel-constantan), type-T (copper-constantan), and type-J (iron-constantan) with 50 μm thickness for each. The practical importance of these types of thermocouples is to be used in internal combustion engine studies and aerodynamics experiments. The step heat flux was applied at the surface of the thermocouple model. The heat flux from the measurements of the surface temperature can be commonly identified by assuming that the heat transfer within these devices is one-dimensional. The surface temperature histories at different positions along the thermocouple are presented. The normalized surface temperature histories at the center of the thermocouple for different types at different response time are also depicted. The thermocouple response to different heat flux variations were considered by using a square heat flux with 2 ms width, a sinusoidal surface heat flux variation width 10 ms period and repeated heat flux variation with 2 ms width. The present results demonstrate that the two dimensional transient heat conduction effects have a significant influence on the surface temperature history measurements made with these devices. It was observed that the surface temperature history and the transient response for thermocouple type-E are higher than that for other types due to the thermal properties of this thermocouple. It was concluded that the thermal properties of the surrounding material do have an impact, but the properties of the thermocouple and the insulation materials also make an important contribution to the net response.
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Introduction

The accurate measurement of heat transfer rates has long been recognized as a key to improvements is such unsteady energy conversion devices as internal combustion engines and aerodynamics vehicles. The heat flow in these devices is usually quite high (hundreds of kilowatts per square meter) and very unsteady. Thus, the requirement, for a
rugged and non-disturbing heat flux sensor with high response, is necessary for these applications. Therefore, the eroding surface thermocouples have been used for many years in various applications including boiling studies [1-6], in the droplets of molten metals [7-11], in internal combustion engine heat flux measurements [12-21], and in aerothermodynamics experiments [22-24] and ballistics research [25]. The eroding surface ribbon element thermocouple is a type of commercially available surface junction thermocouple which has been used in similar applications. The erodible surface thermocouples are often used in internal combustion engine since it is relatively low cost and robust devices with demonstrated delay or rise time typically less than 30 μs [15, 26]. Such fast response times are achieved because a low thermal inertia junction is created by sanding or scratching the surface of the thermocouple by using abrasive paper or scalpel blades, the thermocouple materials themselves form part of the nominally semi-infinite gauge substrate. The eroding thermocouple provides a measurement of temperature close to the surface of the gauge because of low thermal inertia of the junction. In order to identify the instantaneous heat flux from the measured surface temperature history, it is necessary to apply a suitable model for the transient heat conduction process within the surface thermocouple. Most of previous investigators have used the one-dimensional heat conduction model [15, 17, 18, 25]. Under such conditions, the only parameter that enters the analysis for identification of the transient component of the heat flux is the thermocouple thermal product \((pck)^{1/2}\). Many attempts have been made to identify suitable values of \((pck)^{1/2}\) for erodible surface thermocouples through calibration by using the droplet of water and shock tube [26] or using the laser energy pulse applied at the surface of the thermocouple [27], although it sometimes assumed that the thermal properties of the gauge will be dominated by the surrounding material into which the thermocouple is embedded as observed by Oude Nijeweme et al. [18]. However, the composite construction of erodible surface thermocouples makes it unlikely that a single value of \((pck)^{1/2}\) can be applied at all frequencies of interest. As discussed by Butsworth [26] the calibrations to identify \((pck)^{1/2}\) should ideally be performed on the time scales of interest in the actual experiments. However, if the one-dimensional heat conduction assumption is fundamentally flawed for the timescales of interest, even such calibrations may not ensure the accurate deduction of the heat flux.

Therefore, the purpose of this article is to numerically investigate the transient response of two-dimensional finite element (FE) model for four types of erodible surface thermocouples included (type-K, type-E, type-T, and type-J) for different time scales in order to determine the possible limitations of the commonly applied one-dimensional heat conduction assumption also to compare the results of the surface temperature history and the thermal transient response for different thermocouple types.

**Theoretical background**

The operating principles and typical sensor designs that are employed for transient heat transfer measurements are reviewed by Schultz and Jones [28]. To obtain the fastest possible response from the sensor, it is advantageous to base the heat transfer mea-
measurements on temperature data obtained directly at the surface of the body under study. The unsteady conduction of heat within a solid body is described by linear partial differential equations when the temperature gradients remain small. Thus, the heat transfer rates to the surface of a body may be inferred from the time history of temperature measurements made close to the surface by solving the resulting inverse diffusion problem. Common sensing mechanisms for obtaining the required temperature data are the variation of resistivity of a thin metallic film with temperature or the generation of a thermoelectric electromotive force at a junction of dissimilar metals [28]. It is important to recognize that the choice of basic configuration has a significant impact on sensor degradation mechanisms, and thereby the accuracy and robustness of a sensor in hostile flow environments. In order to elucidate the important operating principles and design criteria we briefly review the unsteady, linear conduction of heat in a one-dimensional semi-infinite solid that is described by:

\[
\frac{\partial^2 T(x,t)}{\partial x^2} = \frac{1}{\alpha} \frac{\partial T(x,t)}{\partial t}
\]  

(1)

where \(T\) is the temperature, \(x\) is the spatial coordinate normal to the surface, and \(t\) is the time. For uniform initial condition \(T_i\) and instantaneously applied, constant surface heat flux \(q\):

\[
T(x,t) = T_i
\]  

(2)

\[
\left( \frac{\partial T}{\partial x} \right)_{x=0} = -\frac{q}{k}
\]  

(3)

The solution is known to be:

\[
\Delta T = T - T_i = \frac{2q}{k} \sqrt{\frac{\alpha t}{\pi}} \left[ e^{\frac{-x^2}{4\alpha t}} - \frac{q x}{k} \left( 1 - \text{erf} \frac{x}{2\sqrt{\alpha t}} \right) \right]
\]  

(4)

Approximations to this exact solution are useful because they highlight the key design parameters for practical heat transfer gauges. Expanding this solution asymptotically in powers of \(t\) as \(t \to \infty\) at constant \(x\) we obtain:

\[
\Delta T = 2q \sqrt{\frac{\alpha t}{\pi}} \left[ e^{\frac{-x^2}{4\alpha t}} - \frac{q x}{k} \left( 1 - \text{erf} \frac{x}{2\sqrt{\alpha t}} \right) \right] + \frac{q^2}{2k} \frac{1}{2\sqrt{\alpha t}} x^2 + \frac{1}{\sqrt{t}} + \frac{1}{\sqrt{t}^3}
\]  

(5)

The first term is asymptotically valid for \(x/(\alpha t)^{1/2} < 1\) and expresses the usual result that the surface temperature rises parabolically with time for a constant heat flux. The criterion \(x/(\alpha t)^{1/2} < 1\) provides a limit on the required thinness of the surface sensing element for practical designs. The second order term \((q/k)x\) gives the error in the surface temperature measurement associated with this finite thickness and this estimate is valid provided \(x/(\alpha t)^{1/4} < 1\).
Consider next the behaviour at small times. Extracting an exponential prefactor and expanding asymptotically as $t \to 0$ at constant $x$, the leading order behaviour is:

$$\Delta T = \frac{4q}{kx^2} \sqrt{\frac{\alpha t}{\pi}} \frac{-x^2}{4\alpha t} e^{-4\alpha t}$$  \hspace{1cm} (7)

where $-x^2/4\alpha t > 1$.

**Erodable surface thermocouples arrangement**

The erodable surface thermocouples configuration considered in the present work is shown in fig. 1. It consists of two dissimilar ribbon elements (chromel-alumel for type-K as an example), each 50 $\mu$m in thickness, which are insulated from each other and the surrounding material, dural sheets in the present work by mica sheets with a thickness of 5 $\mu$m. The same dimensions and the insulation materials have been used for type-E (chromel-constantan), type-T (copper-constantan) and type-J (iron-constantan). The thermocouple surface junctions are created by sanding the surface with very fine abrasive paper or by using scalpel blades. In this process, microscopic elements of thermocouple material bridge the central mica insulation and junctions are made near the surface of the chromel and/or alumel ribbons for type-K (as an example). This is the ribbon element configuration described by Gatowski et al. [15], except that the surrounding material is an aluminum alloy as used by Oude Nijeweme et al. [18] rather than cast iron. The thermocouple surface junctions will be in contact with fluid flow because the surface junc-

![Diagram of erodable ribbon element thermocouple geometry](image)
tion of the thermocouple is very close to the surface of measurement and the thermocouple itself placed inside a thread will be flash mounted with the surface of measurement so that contact between the thermocouple sensing junction with the fluid flow will be perfect for a certain environment (like shock tube or internal combustion engines).

**Finite element model**

For simplification of the FE model, the thermocouple materials for each thermocouple type, K, E, T, and J, were considered as having the same thermal properties ($\rho$, $c$, $k$) (*i.e.*, constant properties in $x$ and $y$ directions). Making this assumption, the $y$-axis in fig. 1 is aligned with a plane of symmetry, and this enables modelling of only half the actual gauge. Although, this assumption is not strictly correct (the actual differences in $\rho$, $c$, and $k$ are around 20 percent according to [25, 28]), it is reasonable since there are uncertainties in thermal properties (in particular, the thermal conductivity) of mica. Given the above uncertainties and simplifications, round figure estimates for the thermal diffusivity, $\alpha$, and the thermal product, ($\rho c k$)$^{1/2}$, of each material and for different thermocouple types were adopted in the analysis as presented in tab. 1.

| Table 1. The thermal properties of the mica, dural materials, and the thermocouple types (K, E, T, and J) [25, 28] |
|---------------------------------|---------------|---------------|---------------|---------------|---------------|
| Physical properties            | Type-K        | Type-E        | Type-T        | Type-J        | Dural insulation|
| $\rho$ [kgm$^{-3}$]            | 8600          | 8730          | 8954          | 7850          | 2800          | 2800          |
| $c$ [Jkg$^{-1}$K$^{-1}$]        | 52            | 448           | 385           | 712           | 1010          | 56.47         |
| $k$ [Wm$^{-1}$K$^{-1}$]         | 22.36         | 19.2          | 39            | 33.5          | 141.4         | 1.581         |
| ($\rho c k$)$^{1/2}$[Jm$^{-2}$K$^{-1}$s$^{-1/2}$] | 10-10$^6$ | 8.67-10$^3$ | 11.6-10$^3$  | 13.7-10$^3$  | 20-10$^3$    | 0.5-10$^3$   |
| $\alpha$ [m$^2$s$^{-1}$]       | 5-10$^{-6}$   | 4.9-10$^{-6}$ | 1.14-10$^{-3}$| 6-10$^{-6}$   | 5-10$^{-5}$  | 10-10$^{-6}$ |

A FE package, ANSYS 9.0, was used in the current work. Any set of $\rho$, $c$, and $k$ values, giving the desired values of $\alpha$ and ($\rho c k$)$^{1/2}$, could have been chosen for use with the software. Densities close to the physically correct values were chosen for each material and the values of $c$ and $k$ are consistent with the adopted values of $\alpha$ and ($\rho c k$)$^{1/2}$ were derived (tab. 1). Therefore, we assumed that the thermal properties for each thermocouple are uniform and that the thermocouple materials make perfect thermal contact as previously explained. The heat conduction equations will be solved for the temperature history in a two dimensional model subjected to a uniform surface heat flux by using ANSYS 9.0. The FE model extended to a distance of 0.2 mm in the x-direction and 1 mm in the y-direction. Elements with mid-side nodes were used. At the exposed surface of the thermocouple ($y = 0$), the element length in the y-direction was 0.5 μm. Element lengths
in the y-direction increased with the distance from the surface. At the exposed surface of the thermocouple (\(y = 0\)), the element length in the x-direction was 0.5 \(\mu\)m within the mica sheets. The surface of the thermocouple material was discretized using elements with an average length of 1.25 \(\mu\)m with the compression towards the mica material at either edge of the ribbon. The FE equations have been solved by frontal solver program with number of equilibrium iterations of 10000, using the transient integration parameter of 1, with the amplitude decay factor of 0.005, with the oscillation limit criterion of 0.5 and the convergence tolerance of 0.00001. The grit size of the abrasive paper used to create the junctions will affect the thickness of the bridging material, and hence the response of the thermocouple. However, for typical gauge construction, delay or rise times of less than 30 s have been observed by Gatowski et al. [15] and Buttsworth [26]. Hence, it was not necessary to model the thermocouple material that bridges the mica insulation, as the timescales of primary interest in the present work are of the order of milliseconds. The accuracy of the FE modelling was assessed by considering a dural sheet with identical dimensions and meshing to the mica sheet running along \(x = 0\) boundary in the full mode. A step heat flux of 1 MW/m\(^2\) was applied at the exposed surface of this dural sheet, and the remaining surfaces of the model had zero heat flux boundary conditions. A solution was obtained using a constant time step size of 2.5 \(\mu\)s up to maximum time of 10 ms. Figure 2 shows the surface temperature history produced by the FE modelling normalized using the semi-infinite one-dimensional (si-1D) solution. That is, the surface temperature from FE solution relative to the initial temperature of the material, \(T - T_i\), has been divided by the si-1D solution as has been reported by Schultz and Jones [29]:

\[
(T - T_i)_{\text{si-1D}} = \frac{2qq \sqrt{t}}{\sqrt{\pi} \sqrt{\rho c k}}
\] (8)

Following the step in surface heat flux (at \(t = 0\)), a finite time is required for the FE solution to approach the correct solution, \((T - T_i)/(T - T_i)_{\text{si-1D}} = 1\), as indicated in fig. 2. For the dural material and a time step size of 2.5 \(\mu\)s, approximately 30 \(\mu\)s was required for the surface temperature to approach within 1 percent of the true solution. The FE solution remains within 1 percent of the si-1D solution for up to 7.4 ms. The departure of the FE solution after approximately 7.8 ms (see fig. 2) is due to the zero heat flux boundary condition at \(y = 1\) mm (the maximum extent of the model), which results in a more rapid rise in surface temperature than would occur in a si-1D situation.
The erodable surface thermocouple response to a step in surface heat flux

A step heat flux was applied at the surface of the full FE model of the thermocouple. Selected temperature histories from the analysis are presented in figs. 4-7 for type-K, type-E, type-T, and type-J, respectively. It can be seen that the surface tempera-

Figure 3. The surface temperature history for dural sheet compared with FE modelling

Figure 4. The surface temperature history for different positions along the gauge for type-K

Figure 5. The surface temperature history at different positions along the gauge for type-E

Figure 6. The surface temperature history for different positions along the gauge for type-T
ture of the mica and thermocouple materials rises faster than that of the dural because of the lower values of $(\rho c k)^{1/2}$ for the mica and thermocouple materials (see tab. 1). The surface temperature of the dural rises faster than the si-1D results (the broken line in fig. 3) because the heat is conducted laterally into the dural from the mica sheet and thermocouple ribbon and the model has a finite extent in the y-direction. The position of the effective junction location on the thermocouple material is probably affected by the abrasive paper grit size used to create the junction, while the junction location will influence the thermocouple response. It was observed that the surface temperature history for thermocouple type-E is higher value than that for other thermocouple types (K, T, and J) due to the thermal properties of this thermocouple ribbon and specifically the thermal conductivity as shown in fig. 8. The thermocouple type-E has excellent thermal and mechanical properties and high thermoelectric power, and it is sometimes used in place of chromel-alumel (type-K) in industrial thermocouples. These types of thermocouples (type-E) have a very fast response time about 100 $\mu$s, and are very tough; they can withstand pressures of 600 MPa and temperature fluctuations up to 1600 $^\circ$C [30]. In addition, the advan-

![Figure 7. The surface temperature history for different positions along the gauge for type-J](image)

![Figure 8. The surface temperature history at $x = 0$ (mica sheet) for different thermocouple types](image)

![Figure 9. The normalized surface temperature history at the centre of the thermocouple type-K with response to 100 $\mu$s](image)
tage of type-E surface thermocouple is has been extensively used for temperature measurements in different experiments as well as different environments. It has moderate sensitivity at low temperatures and a low value of thermal conductivity of the thermocouple materials, makes this thermocouple suitable for low-temperature experiments where small temperature drops are measured. The present results have been compared with the experimental results done by Gai and Joe [22] for type-K. The comparison shows satisfactory agreement and similar trend.

The centre of the ribbon has been chosen as a representative thermocouple junction location. Figure 9 presents the surface temperature history at the centre of the thermocouple ribbon type-K normalized using the si-1D solution with the value of $(\rho c k)^{1/2}$ being that of the dural. For the results presented in fig. 9 for type-K, an initial time step size of 5 ns was taken. This resulted in the finite element solution approaching within 1 percent of the semi-infinite one-dimensional solution $(T - T_i)/(T - T_i)_{si-1D} = 2$ at $t = 60$ ns. The factor of 2 arises because of the assumed thermal product of the dural material is twice that of the thermocouple material of type-K (tab. 1).

The thermocouple behaves in si-1D manner for only a short time (around 2 µs, see fig. 9) before the surface temperature increases more rapidly owing to the additional heat conduction into the thermocouple ribbon from the mica material. This causes the normalized surface temperature at the thermocouple ribbon surface to rise to a peak value of $(T - T_i)/(T - T_i)_{si-1D} = 2.24$ at $t = 72$ µs (see fig. 9). After this time, the normalized surface temperature begins to fall owing to lateral conduction of heat away from the thermocouple and mica materials and into the surrounding dural materials. However, fig. 10 indicates that, even at $t = 10$ ms, the thermocouple surface temperature for type-K remains more than 40 percent higher than the average.
anticipated value for the dural material if si-1D conditions applied. The finite extent of the model in y-direction contributes less than about 5 percent to this difference at $t = 10$ ms (see fig. 2).

The normalized surface temperature histories at the centre of the thermocouple ribbon for type-E, type-T, and type-J are presented in figs. 11-13 with response time of 100 $\mu$s and which show similar trend and behaviour as mentioned for thermocouple type-K. It was found that the thermocouple type-E has higher response time compared with other thermocouple types as shown in fig. 14 for response time 10 ms. The results presented are qualitatively consistent with the results reported in [25].

**Erodable surface thermocouple response to different heat flux models**

To fully specify the problem under consideration, the surface boundary conditions and initial conditions must be provided and these will depend upon the form of the driving surface heat flux to be investigated. Three cases in the present work were consid-
ered: (a) a square heat flux with 2 ms width, (b) a sinusoidal surface heat flux variation width 10 ms period, and (c) repeated heat flux variation with 2 ms width. In the current, the output of the system is the surface temperature at the center of the thermocouple ribbon, and the input to the system is the surface heat flux which is assumed to be uniform across the entire surface of the surface thermocouple. Owing to the linearity of the governing transient heat conduction equations, the heat flux can be considered as a linear system. The system impulse response was identified by differentiating the temperature history obtained from the FE model with a step heat flux input. The thermocouple surface temperature history associated with any particular heat flux history can therefore be simulated through the convolution of the applied heat flux input and the impulse response of the system. To assess the implications of the usual one-dimensional heat conduction assumption, the apparent surface heat flux can be identified from the simulated surface temperature history using:

\[ q(t) = \frac{\sqrt{\rho c k}}{\sqrt{\pi}} \int_0^t \frac{1}{\sqrt{t-\tau}} d\tau \]  

according to Schultz and Jones [29], and compared with the actual heat flux input at the surface of the gauge. The value of \((\rho c k)^{1/2}\) used in eq. (9) was that of the dural material (tab. 1).

The analysis described above has been done for three models of surface heat flux histories. The first model history is a square heat flux pulse of 2 ms width – actual (a) in fig. 15, the second is a sinusoidal heat flux variation with a period of 10 ms – actual (b) in fig. 15, and the third is a repeated step heat flux variation with 2 ms width – actual (c) in fig. 15. For the square heat flux pulse, the apparent heat flux initially exceeds the actual heat flux by more than a factor of 2 because the initial transient conduction process is dominated by the thermocouple and mica materials, rather than by the surrounding dural material. The lateral conduction effects are responsible for the observed form of the apparent heat flux which have already been discussed in the previous section. An important consequence of the lateral conduction is the negative overshoot that occurs at the trailing edge of the pulse. In the present case the apparent heat flux drops to around \(-0.7\) MW/m², or about \(-30\) percent of the apparent peak value.

The aim of using the sinusoidal variation in actual heat flux – actual (b) in fig.
15, and the repeated step heat flux variation – actual (c) in fig. 15, was to provide a variation somewhat representative of the heat flux pulses observed in internal combustion engines experiments. The apparent heat flux still deviates substantially from the actual heat flux for the sinusoidal case. The peak heat flux is more than 50 percent higher than the actual heat flux because the thermal properties of the embedded ribbon and mica differ from those of the surrounding dural material. A negative overshoot in the heat flux also occurs for the sinusoidal variation, although it is less significant than for the square pulse. It was observed that for the third repeated heat flux model, the apparent heat flux initially exceeds the actual heat flux by more than a factor of 2 because the domination of the thermocouple and mica materials, rather than the surrounding dural material on the initial transient conduction process and also due to the lateral conduction effects. The negative overshoot that occurs at the trailing edge of the repeated heat flux was also observed and it’s around −30 percent of the apparent peak value. Because of the limited space of the paper length, the apparent of case (c) was not shown since it shows the same trend as mentioned for the square heat flux pulse. However, by 10 ms the finite extent of the finite element model in the y-direction influences the results, and tending to reduce the magnitude of the apparent heat flux overshoot relative to the value that would be obtained with a more extensive finite element model.

**Error sources**

The observed error sources in this analysis include gauge design, material property variations, and lateral conduction heat transfer and the gauge geometry (i.e., the gauge symmetry). We assert that this residual variance, along with variance in the predicted heat flux, reconciles any discrepancies observed in the heat flux results (see fig. 15) relative to the established predictions by analytical solutions. Further errors are associated with the uncertainty in the physical properties of the thermocouple materials, the difference in $\alpha$ and $k$ for the two dissimilar metal conductors and the reduced heat conduction away from the surface may this will be eliminated by experimental calibration. Under these conditions more extreme than those reported here, the physical properties of the thermocouple materials change significantly with temperature. The remaining systematic error due to the finite thickness of the surface junction so that the experimental calibration allows reduction of these error sources to any desired level of accuracy.

**Conclusions**

Four types of erodable surface thermocouples ribbon element configurations have been considered and numerically assessed in this study. The purpose of this work is to provide applicable results to commonly used thermocouple types and also another intention is to alert the workers to possible errors arising from the accepted one-dimensional modelling of similar erodable thermocouple construction. There are certain limitations of the present work including the non-semi-infinite boundary conditions and
material property uncertainties (particularly for the insulating material). For the timescales of interest in internal combustion engine experiments, it is incorrect to assume that the response of the gauge is governed by the thermal properties of the surrounding material. The thermal properties of the surrounding material do have an impact, but the properties of the thermocouple and the insulation materials also make an important contribution to the net response.

A one-dimensional treatment of the transient surface temperature data produced using these types of erodable surface thermocouples appear inappropriate for the timescales of interest in internal combustion engine experiments. Significant lateral conduction occurs for events with timescales of between 1 and 10 ms (or more). This lateral conduction can result in an apparent (negative) overshoot in response when the level of heating is reduced (if the analysis assumes one-dimensional behaviour). Such a situation arises during the expansion stroke of an internal combustion engine, and negative heat flux values have been registered for both motored engine by Lawton [17] and fired engine by Oude Nijeweme et al. [18] even when the gas temperature remains higher than the surface temperature. The negative heat flux results have previously been explained using unsteady boundary layer models by Oude Nijeweme et al. [18] and Piccini et al. [19]. However, the present results suggest that some portion of the negative heat flux may actually be an artifact from the one-dimensional transient heat conduction modelling.

It was observed from this analysis that the surface temperature of the mica and thermocouple materials rises faster than that of the dural because of the lower values of \((\rho c k)^{1/2}\) for the mica and thermocouple materials. The surface temperature of the dural rises faster than the semi-infinite one-dimensional result because of the heat is conducted laterally into the dural from the mica sheet and thermocouple ribbon. It was also found that the thermocouple type-E has higher response time compared with other thermocouple types (K, T, and J). Finally, if erodable surface thermocouples are to be used for transient heat flux measurements, the transient response of the gauge should be confirmed for the timescales of interest using finite element analysis along the lines described in this work and/or a suitable calibration technique given by Gatowski et al. [15] and Buttsworth [26]. If the transient conduction within the thermocouple can not be treated in a one-dimensional manner, a two-dimensional analysis may be possible with the aid of FE modelling to analyze such erodable thermocouples. The experimental work for the fabrication of four types of these surface thermocouples are on going in order to validate the numerical thermal transient response under step heat flux boundary condition. The present results have been compared with the experimental results given by Gai and Joe [22] as shown in fig. 8 and it shows satisfactory agreement and similar trend.

Nomenclature

\(c\) – specific heat, \([\text{J} \cdot \text{kg}^{-1} \cdot \text{K}^{-1}]\)  
\(k\) – thermal conductivity, \([\text{W} \cdot \text{m}^{-1} \cdot \text{K}^{-1}]\)  
\(q\) – surface heat flux, \([\text{W} \cdot \text{m}^{-2}]\)  
\(t\) – time, arbitrary or relative to the start of heating \([\text{s}]\)
\( T \) – temperature at the surface of the gauge, [K]
\( T_i \) – initial temperature of the gauge, [K]
\( x \) – lateral distance from the center of the gauge, [m]
\( y \) – distance (depth) from the surface of the gauge, [m]

Greek letters

\( \alpha \) – thermal diffusivity \((= k/\rho c)\), \([m^2s^{-1}]\)
\( \rho \) – density, \([kgm^{-3}]\)
\( \tau \) – dummy variable for integration with respect to time, [s]

Subscript

si-1D – semi-infinite one-dimensional
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